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Abstract. Analysing textual responses to open-ended survey questions
has been one of the challenging applications for NLP. Such unstructured
text data is a rich data source of subjective opinions about a specific topic
or entity; but it is not amenable to quick and comprehensive analysis.
Survey coding is the process of categorizing such text responses using
a pre-specified hierarchy of classes (often called a code-frame). In this
paper, we identify the factors constraining the automation approaches to
this problem and observe that a completely supervised learning approach
is not feasible in practice. We then present details of our approach which
uses multi-label text classification as a first step without requiring labeled
training data. This is followed by the second step of active learning based
verification of survey response categorization done in first step. This
weak supervision using active learning helps us to optimize the human
involvement as well as to adapt the process for different domains. Efficacy
of our method is established using the high agreement with real-life,
manually annotated benchmark data.

Keywords: Survey Text Mining, Active Learning, Noisy Text, Text
Mining Application

1 Introduction

Surveys typically consist of two major types of questions: questions with pre-
determined choices, and questions with free form answers. In the literature [14]
the former are referred to as closed-ended questions and the latter as open-
ended questions. Closed-ended questions are typically multiple-choice objective
questions where the respondents are expected to select the closest applicable
answer(s) among pre-defined choices. While the close-ended questions provide
a mechanism for structured feedback and enable quick analysis, the scenario is
significantly different for the open-ended questions.

In case of open-ended questions, the respondents are not constrained to
choose from a set of options pre-conceived by the survey designer. Such ques-
tions enable the respondents to express their opinion and feelings freely using

? A preliminary version of this paper was presented as a poster [11] at NLDB 2013.
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language as the medium. Predictably, data available from responses to open-
ended questions have been found to be a rich source for variety of purposes such
as:

– To identify specific as well as general suggestions for improvements
– To identify topics / issues which were not covered by the closed-ended ques-

tions
– To provide additional evidence to reason about and support the findings

from quantitative analysis of the closed-ended questions.

To derive broad-based insights from the subjective answers to the open-ended
questions, it is necessary to convert the unstructured textual responses to quan-
titative form.

1.1 Survey Coding Process

Survey coding is the process of converting the qualitative input available from
the responses to open-ended questions to a quantitative format that helps in
summarization, quick analysis and understanding of such responses. The set of
customer responses in electronic text format (also known as verbatims in the
survey analysis parlance) and a pre-specified set of codes, called as code-frame,
constitute the input data to the survey-coding process. A code-frame consists of
a set of tuples (called code or label) of the form <code-id, code-description>.
Each code-id is a unique identifier (usually numeric) assigned to a code and the
code-description usually consists of a short description that “explains” the code.
Table 1 shows a small, representative code-frame. Figure 1 shows the responses to
an open-ended question in a survey seeking students’ feedback after an aptitude
test at a college. The question asked to the students who had undertaken the
test was: “What do you like about the test?”.

Table 1. A sample code-frame.

Code Id Code Description

04 Verbal ability questions

05 Quantitative ability questions

25 Liked technical domain questions

27 Liked the puzzles

62 Support staff was prompt and courteous

Survey coding (also called tagging or labeling) is the task of assigning one
or more codes from the given code-frame to each customer response. As per the
current practice in market research industry, it is carried out by specially trained
human annotators (also known as coders). The code description helps the human
coder in identifying the responses to which a particular code can be assigned.
Sample output of the survey-coding process is shown in Figure 1. Below each
survey response, the applicable codes selected from the sample code-frame in
Table 1 are given.
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Fig. 1. Sample output of survey coding process: Examples of survey responses and
code-IDs assigned to them. (These are responses to the open-ended question “What do
you like about the test?” by the students who had just undertaken an aptitude test.)

1.2 Challenges in the Survey Coding Process

Majority of the survey responses being extempore do not follow the orthographic
rules and grammatical conventions of language. The typical “noise” observed in
the survey responses may be categorized as:

– Syntactic Noise: They are typically incomplete sentences (e.g., see Fig-
ure 1). Spelling and grammatical errors are commonplace, so are other vio-
lations such as incorrect punctuation, incorrect capitalization etc.

– Semantic Noise: The meaning of a word or a phrase may not be apparent
due to inherent ambiguity in natural language. This could be due to multiple
reasons:
• Informal or colloquial usage of words is common. For instance, we have

found many real-life examples in which verbs cover, remove, control,

treat, combat, clean, eliminate, wipe off and even help with

have been used in place of the verb kill to describe the notion kill

germs.
• Label noise: Sometimes, the descriptions of two or more codes in the

code-frame could be semantically overlapping and will lead to ambiguity,
e.g., protect against germs and neutralizes germs are semantically
equivalent and have occurred together in a code-frame 3.

Analyzing such noisy text has proved to be challenging for existing Natural
Language Processing (NLP) tools and techniques. Further, the task of survey

3 Such scenarios are likely because code-frames typically contain more than 100 codes
and are updated by human coders for coding a given set of survey responses.
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coding becomes cumbersome for a human annotator due to business demands for
quick turn-around time and the large amount of textual data that has to be read,
understood and categorized. A more subtle and even more challenging problem
with manual annotation is that it is prone to errors due to subjectivity in human
interpretation. As elaborated in Section 2.2, survey coding task presents unique
challenges and does not easily lend itself to automation.

In this paper, we outline existing approaches for classifying textual survey
responses and their limitations in Section 2. In particular, we observe that a com-
pletely supervised learning approach is not feasible in practice and the unsuper-
vised learning approach has severe limitations. Then, in Section 3, we present
a weakly supervised approach for classifying responses to open-ended survey
questions. Our approach makes use of active learning techniques to minimize
the amount of supervision required. We present experimental validation of the
proposed approach on real-life datasets in Section 4 and then conclude with our
observations.

2 Related Work

The hardness of automating the coding problem is underscored by the advisory
nature of available software that seeks human intervention as well as the appar-
ent lack of fully automated solutions. Most of existing commercial technologies
aid the human annotator to find responses that match with regular expression
based pattern. These methods cannot handle responses which express same con-
cept/feeling in other words; e.g. synonyms, hypernyms, etc. Such pattern match-
ing methods also fall short in handling spelling errors, grammatical errors and
ambiguity.

2.1 Research Literature

Academic and industry research community is well aware of the problems and
challenges faced in the survey coding process for more than two decades [18],
[12]. The gravity of the problem has increased exponentially with the Internet
boom as well as ease and the lower cost of conducting online surveys compared
to the traditional paper-pencil surveys. Over the past decade the problem has
been attracting increasing attention both in the research community as well as
the industry.

Research community has approached the problem of automatic code assign-
ment from multiple perspectives. The most active research group in this area is
led by Sebastiani and Esuli et al. [15, 5, 8, 3]. They approach the survey cod-
ing problem primarily using supervised learning. They formulate the problem of
coding as a classification problem and try to learn the model using pre-coded
open answers from the survey responses. They have compared the results of
three approaches [5]: dictionary based approach, näıve Bayesian, and SVM.
According to their observations, supervised learning methods provide more ac-
curate and stable results than the dictionary based approach. At the same time,
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näıve Bayesian technique outperforms SVM by small margin. Esuli and Sebas-
tini [2] have also used active learning to get positive and negative samples of
each code and use it as training data to develop supervised learning techniques
for automated survey coding.

Li and Yamanishi [7] apply classification rules and association rules to cate-
gorize survey responses for a car brand image survey. They use stochastic com-
plexity to learn the classification rule and association rules. Classification rules
are in the form of IF THEN ELSE and association rules are in the form of IF
THEN OR. Given a phrase or a word in the phrase from the open answer, the
decision rule assigns the target to the textual response.

Xu et al. [19] use weighted ridge regression for automatic coding in medical
domain and show that it outperforms conventional ridge regression as well as
linear SVM. Essentially, their approach assumes that sufficiently large amount of
labeled dataset, i.e., training dataset is available. However, in real-life, especially
in non-medical domain (for instance, the market research industry), often such
training data is either not be available or generating the training data is an
expensive, time-consuming proposition.

2.2 Limitations of Existing Approaches

Almost all the supervised learning techniques in research papers and commercial
products need training data which is specific to each survey. This training data is
not available with the survey and has to be created by the human annotators to
begin with. In most of the cases, the cost and effort required to create necessary
training data outweighs the benefits of using supervised learning techniques.
Thus use of supervised learning techniques is not the best possible solution and
it has been found to be a non-viable option in practice.

One may attempt to apply unsupervised techniques such as text clustering
to the problem of survey coding. In text clustering, a set of given documents
are grouped into one or more clusters, such that documents within a cluster are
very similar and documents belonging to different clusters are quite dissimilar.
The task of clustering is critically dependent on the notion of text similarity
used. It may appear that all documents that have high similarity to a particular
code description belong to the same cluster, i.e., each code description defines
a cluster of documents. However, in survey coding, more than one code-ID may
be assigned to a document; in (non-fuzzy) clustering, a document belongs to one
and only one cluster. Even in the case of fuzzy clustering, the clusters formed may
not correspond to the pre-specified codes in the code-frame. A much more serious
problem is that there is no obvious and fool-proof way to compute the similarity
of a document with a given code description. This is because code descriptions
as well as the survey responses are typically very short. Also, the similarity of a
document with a code is often quite indirect and requires background knowledge.

As a result, current standard practice is to do survey coding using specially
trained work-force of human coders and use limited, but viable automation such
as regular expression based pattern matching.
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Fig. 2. Code Assignment under Weak Supervision (CAWS) algorithm

3 Our Approach

We now present our two stage iterative method in which first we use a new un-
supervised multi-label text categorization algorithm. The output of this stage is
then passed through a weakly supervised learning stage that uses active learn-
ing paradigm. Details of the solution including the individual components, algo-
rithms are given below. A user needs to provide a code-frame F and the set of
documents D, i.e., survey responses to which appropriate codes from F are to
be assigned.

Feature Extraction: For the first stage of unsupervised multi-label classifica-
tion, we use a new feature representation called semantic units (SemUnit) for
each code. SemUnit tries to capture the concept expressed in the code descrip-
tion. It represents a word in terms of its semantics using its WordNet [4] synset
ids and also attaches a weight to measure the relative importance of this word
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in that code’s description. We use the unsupervised word sense disambiguation
utilities [9] to estimate the likely word senses. For a given word, this enables
us to find out synonyms, antonyms as well as other related words (hypernyms,
hyponyms, holonyms, meronyms among many others). This concept-based rep-
resentation is vital for the next phase of the algorithm. As an illustrative example
of SemUnit, consider two sample codes in the sample code-frame shown in Ta-
ble 1:

– code 04: Verbal ability questions
– code 27: Liked the puzzles

At the end of feature extraction phase, these codes are represented as:

– code 04: Verbal#j#4#i2 ability#n#1#i2 questions#n#1,3#i3
– code 27: Liked#v#2#i3 the#stopword#i0 puzzles#n#1#i1

The above representation denotes that out of all possible meanings of the
word “verbal”, we consider Wordnet sense number 4 with its part-of-speech tag
as adjective. Further, we use one of four pre-determined weights (fractional num-
bers) to capture the relative importance of each word in a particular code’s de-
scription. Semantics associated with these weights is denoted using following
labels:

– i0 = 0.0 : a word with the importance i0 is not important at all.
– i1 = 0.64 : a word with the importance i1 is the most important word

for that particular code and will cause the code to be assigned to a survey
response containing this word in the first round of code assignment. (Note
that in subsequent rounds of assignment, this weight may get modified.)

– i2 = 0.4 : a word with the importance i2 is not sufficient alone to cause
the code assignment, but it must be combined with another word from code
description which has importance of i2 or higher.

– i3 = 0.3 : a word with the importance i3 is not sufficient alone to cause
the code assignment, but it must be combined with at least two other words
from code description which have importance of i3 or higher.

Code-Assignment Stage: In the code-assignment stage, we propose Code
Assignment under Weak Supervision (CAWS) algorithm (Figure 2) for
multi-label text classification. We make use of the semantic unit based represen-
tation of each code to find out overlap between that code’s textual description
and the words in each sentence for each document. We group this lexical over-
lap along five major word categories, viz., nouns, verbs, adjectives, adverbs and
cardinals. Each overlapping word is weighted with the importance of the word
in the code description and quantifies our partial belief about whether the cor-
responding code can be assigned to the given document Di.

To decide whether a code is applicable to a document, we need to combine
the evidence presented by multiple such overlapping words. For this purpose, we
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use the certainty factor algebra (CFA) 4 to get a single, consolidated value for
this belief.

CFA [1] is a simple mechanism to encode a measure of belief (or disbelief) for
a hypothesis, rule or event given relevant evidence as well as combining multiple
such partial beliefs into a single belief regarding the conclusion.

If the final belief regarding the conclusion is above certain threshold (denoted
by θ), we assign the code to the document. Based on the given values for the
importance factors (i0, i1, i2, i3) as described in previous subsection, the value
of this threshold θ is chosen to be 0.6. One can easily note that the specific
values of i1, i2, i3 and θ do not matter much. The threshold value θ is actually
a function of i1, i2, i3. Any choice of values which preserve the CFA semantics
associated with i1, i2, i3 would work for us.

Active Learning based Weak Supervision: We exploit Quality checking
(QC) step in survey coding process to improve the baseline classification done by
the unsupervised multi-label classifier described in Section 3. Quality checking
(QC) step is a necessary and well established part of the industry standard
process to minimize the problem of inter-coder disagreement. QC step essentially
consists of verification of the code-assignments by another human coder.

We use active learning [16] techniques to optimize feedback solicitation. We
query a human coder, i.e., “oracle” in active learning parlance, regarding whether
a subset of code-assignments to survey responses are correct. In particular, we
use cluster based active learning [10]. For every code ai in the code-frame, let
Si be the set of responses to which code ai has been assigned. We cluster Si

using K-means algorithm and query a representative code-assignment instance
for each cluster. We use silhouette coefficient [17, 6, 13] to decide number of
clusters at run-time. Silhouette Coefficient (ShC) provides a quantified measure
of the trade-off between intra-cluster cohesiveness and inter-cluster separation.
Silhouette coefficient for ith data point is given by ShCi = bi−ai

max(ai,bi)
, where

ai is the average distance between ith data point and other points in the same
cluster; and bi is average distance between ith data point and all other points
in the next nearest cluster. Silhouette Coefficient for a given clustering of data-
points is average of individual ShCi values. We try out different clusterings
and pick the one with maximum silhouette coefficient. Medoids of individual
clusters (and potentially a few more data-points within each cluster which have
maximum distance from the given medoid) are selected as exemplars for which
feedback is sought using active learning.

For the query instance, the oracle, i.e., human can give feedback regarding
whether the code-assignment was correct or extra, i.e., incorrect. If the feedback
is correct, our belief regarding the word-senses and their importance is reinforced.
If the code-assignment is incorrect, we seek corrective feedback from the oracle
to know the correct word senses/meaning as well as the relative importance of

4 A brief summary of CFA is also available at http://www.cs.fsu.edu/~lacher/

courses/CAP5605/documents/scfa.html
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words within the code-description. The oracle can also give feedback to identify
“missed” code-assignments, i.e., code(s) which should have been assigned, but
the multi-label classifier missed it. We update the knowledge base with this
feedback so that it can be used to improve the baseline code-assignment in the
multi-label classification step as well as future survey coding of surveys of similar
category.

If there is corrective feedback provided by the oracle, the multi-label classi-
fication step is repeated with the additional input available from the feedback
step. Thus the code assignments are further refined based on the input available
from the QC step. The final set of codes assigned to each document, i.e., survey
response are output after the validation as per the quality checking step.

Fig. 3. Sample results for surveys in diverse domains. The accuracy (in %) is reported
using the standard measures of Precision (P), Recall (R) and F1.

4 Experimental Results

We have evaluated our approach using a benchmark of multiple survey datasets
from diverse domains such as health/medical, household consumer goods (e.g.
detergents, fabric softners, etc.), food and snack items, customer satisfaction
surveys, campus recruitment test surveys etc. Each dataset was annotated by a
human expert. A sample set of responses from each dataset was independently
verified by another domain expert. We have chosen datasets for which the sample
annotation verification by experts had average agreement of 95%.

We did not come across any public-domain tools for automated survey coding
against which we could compare our approach. To show the effectiveness of our
method and to highlight the difficulty of survey coding task, we compare with two
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baseline approaches. In the first baseline approach (Baseline 1), we assign a code
to a response if the code description appears as a substring of that response text.
In the second baseline approach (Baseline 2), we relax the stringent requirement
of exact substring match and use the bag of words (BoW) approach. We compute
the word overlap between a code description and a response, after removing the
stop words from both. Note that the code-frames for these surveys are organized
in a hierarchy of two levels. In Baseline 2, for each parent-level category in a code-
frame, we score each code with the fraction of its words overlapping with the
response. Within each parent-level category, we assign the code with maximum,
non-zero overlap with the response.

Fig. 4. Details of feedback given for the exemplars selected using active learning for
the output shown in Figure 3

Figure 3 summarizes some of our results of unsupervised classification of sur-
vey responses (without using any feedback) as well as the improvement in the
accuracy after feedback. In Figure 3, we see that Baseline 1 has excellent average
precision; however, it performs very poorly in the recall. Baseline 2 does not de-
mand exact match of code description with response. It looks for non-contiguous
overlap between code description and response text. Expectedly, Baseline 2 im-
proves the recall. However, it suffers in the precision due to inherent limitation of
the bag of words approach which ignores the associated semantics. We contrast
this with the high accuracy achieved by our approach even without any feedback
and underscore its effectiveness.

Figure 4 shows that the amount of feedback required to achieve improve-
ment in accuracy is quite less compared to the total number of responses and
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codes. This indicates that active learning is effective for minimizing the feedback
required to improve the accuracy.

5 Conclusion

Survey coding application has non-trivial challenges and does not lend itself
easily to automation. In this paper, we suggested that standard machine learn-
ing approaches for text classification or clustering are not viable in practice for
survey coding task. We presented a two step, iterative algorithm - Code As-
signment under Weak Supervision (CAWS). In the first step, multi-label
categorization is achieved in an unsupervised manner aided by a knowledge base.
Then, we exploit the quality checking(QC) phase, which is an important part of
survey coding process, to improve the accuracy further. We use active learning
technique to optimize the weak supervision available in the form of human feed-
back in QC. We observed that our approach achieves good accuracy on human
annotated benchmark data and works well for surveys from diverse domains.
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