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Abstract
We introduce a novel method for three-dimensional

metamorphosis between two polyhedral objects with differ-
ent topologies. The 3D objects are represented as multiple
2D images and well-understood 2D morphing techniques
are used to morph between their 2D representations. The re-
sulting 2D morphs are used to reconstruct the intermediate
3D objects. The user controls the metamorphosis by match-
ing features during the 2D morphing stage. Our method is
simpler and more efficient than existing 3D morphing tech-
niques which handle general topologies since the interac-
tion and morphing is essentially done in 2-space.

1. Introduction

Metamorphosis, generally calledmorphing, is the con-
struction of a sequence of intermediate objects depicting
the gradual transition from one object to another. 2D and
3D morphing find a number of applications in entertain-
ment, computer animation, scientific visualization, and ed-
ucation. 2D morphing of images has been widely studied
and many effective algorithms have been developed [9, 8].
However, in recent years, more research has been directed
towards 3D morphing, which operates between objects in
3-space and results in more realistic transformations. The
intermediate 3D morphs also benefit from being indepen-
dent of the viewing and lighting parameters. Hence, we can
create the morph sequence once, and then experiment with
various camera angles and lighting conditions for optimal
rendering.

Lazarus and Verroust [6] present an excellent survey of
the various 3D approaches to date. They classify 3D mor-
phing algorithms as volume-based approaches or boundary-
based approaches depending on the object representation.
Volume-based approaches are known to work on general
topologies but need to handle enormous amounts of data
and are very slow [3, 7]. Boundary-based approaches which
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Figure 1. Unwrapping the 3D object about the ver-
tical axis to transform it to its multiplanar repre-
sentation. The object’s cross-section is shown on
the right with the individual surfaces slightly sep-
arated. The multiplanar representation of this ob-
ject will be similar to Figure 3, with the surfaces 1a
and 1b, 2a and 2b, and 3 forming the three planes.

deal with polyhedral objects are in general very restrictive
about the type of topologies supported. In recent years, Gre-
gory et al. [5] proposed a method to deal with objects of
equivalent topologies and DeCarlo and Gallier [4] proposed
a method to deal with objects of different topologies. These
two methods suffered from heavy user interaction, difficult
correspondence input, and complex algorithms.

The method we propose for polyhedral object morphing
was motivated by two primary factors. The first and fore-
most criterion was to be able to morph between objects of
both equivalent and different topologies. The second cri-
terion was to provide a controlled, feature-based metamor-
phosis where the user could more easily identify and indi-
cate correspondences. We extended Chenet al.’s [2] method
of morphing 3D objects in a 2D parametric space to allow
general topologies. An overview of our approach is pre-
sented in the next section.
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Figure 2. Basic Algorithm. The source and target
3D objects are transformed to their 2D multipla-
nar representation and these are morphed to gen-
erate intermediate multiplanes. The intermediate
3D objects are are reconstructed from these mul-
tiplanes. This way, the final morph sequence is in
3-space, even though the morphing takes place in
2-space.

2. Overview

Figure 2 shows an overview of the basic framework of
our algorithm. Multiplanar representation of a general 3D
object is central to this framework. This representation is
achieved by transforming the 3D object to a 2D paramet-
ric space. The parametric space we have implemented is
that of cylindrical coordinates (w.r.t. an axis) although any
useful parametric space such as spherical (w.r.t. a point),
or planar (w.r.t. a plane) can also be used. In cylindrical
coordinates, we transform a 3D object into an image where
� andh determine the(x; y) pixel location on the planar
representation and the “radius” for a particular� andh is
stored at that pixel location. The 2D image is thus a “ra-
dius” image and not an “intensity” image. Since there may
be, in the general case, more than one surface encountered
on a radial sweep outward from the selected morphing axis
for the object, there may be more than one radius value for
a particular pixel location. We therefore may have multi-
ple planes rather than a single plane in our 2D representa-
tion. The distinct surfaces of the object are separated into
different planes which are morphed individually to corre-
sponding planes in the other object. Then, we use existing
well-known techniques for morphing the 2D planar images,
extending them to support multiple planes. The final step
is to reconstruct 3D objects from the multiplanar represen-
tations obtained as a result of morphing. Object attributes
including color, texture, and normal fields can be morphed
by storing them alongside the radius values in the multipla-
nar representation and morphing them too. These stages are
described in greater detail in the following sections.

Figure 3. 3D to multiplanar representation. The
cylindrical holes were aligned parallel to the verti-
cal axis when computing the multiplanes, the ob-
ject has been tilted here to show the holes more
clearly. The object is first transformed to a multi-
ple “radius” image and then the surfaces are sep-
arated to form the multiplane. After separation the
top two planes hold the inner and outer surfaces
of the cylindrical holes, while the lowest plane is
the outermost surface of the object.

3. 3D to multiplanar representation

The 3D object is described by geometric primitives,
which we assume to be a vertex/edge/face network. Ev-
ery vertex on the surface of the 3D object can be described
in cartesian coordinates(x; y; z) from which the it can be
mapped to cylindrical, spherical or planar coordinates as de-
sired.

3.1. Scan conversion

In scan conversion, we have to map the surfaces of the
3D object onto the “radius” image. To do this, the vertices
of every face are mapped to the (�, h, radius) coordinate
system and then the faces are scan-converted. Depending
on the position and orientation of the axis, and the com-
plexity of the object, many points on the surface of the 3D
object may get mapped to the same pixel in the radius im-
age. This would be the case whenever a semi-infinite ray
originating from the axis intersects the 3D object at more
than one point. The next step is to separate these multiple
radii into different planes so as to represent the different sur-
faces as different images. This will provide the multiplanar
representation which is required for the morphing stage.



Figure 4. Multiplanar morphing. The left and right
pair of images are the multiplanes of the bowl and
torus objects w.r.t. the vertical axis. The top plane
holds the inner surface of the objects and the bot-
tom plane the outer surface. The corresponding
planes from the two multiplanes are morphed to
generate the intermediate multiplane in the mid-
dle.

3.2. Separation of surfaces

As shown in Figure 3, the multiplanar representation
must be extracted from the radius image with multiple val-
ues by separating the different surfaces into different planes.
To do this, we use modifications of a simple seed-fill algo-
rithm. In the simple seed-fill algorithm, points on a surface
are defined recursively as follows: (1) The initial seed is
part of the surface. (2) Any point close to a point on the
surface (both in their location and “radius” value) is also on
the surface. This algorithm can be implemented using re-
cursion, but a faster method is to use stacks to keep track
of all the seed points yet to be tested. Once a surface has
been separated, all these points are removed from the set of
points yet to select and the algorithm is repeated till there
are no points left.

4. Multiplanar morphing

After we have separated the different surfaces to obtain
multiple 2D radius images (“multiplanes”) of the objects,
we select corresponding 2D images and morph them to-
gether using modified 2D morphing techniques. This will
give us multiple 2D images for each particular stage in the
morph, from which we will reconstruct the 3D structure of
the object.The case when the number of planes is different
in the two objects will be described in Section 6.

4.1. 2D morphing

We can use any good 2D morph technique to morph two
2D radius images from the two objects. In common 2D

image morphing, image warping is coupled with color (in
our caseradius) interpolation. Image warping applies 2D
geometric transformations to the images to retain geomet-
ric alignment between their features, while color interpo-
lation blends their colors. There are however, constraints
on the techniques which should be used since the images
areradiusimages (example, the boundaries during dissolve
should match to keep the object stitched together).

We have found the technique given by Beier and
Neely [1] to be particularly well-suited to our morphs. Beier
and Neely’s algorithm uses line pairs to specify correspon-
dences between the source and target images. Direct corre-
spondence is provided for all points along the lines, while
the mapping of points in the vicinity of the line is deter-
mined by their distance from the line. The displacement of
any point in the source image is a weighted sum of its map-
pings due to each correspondence line pair, with the weights
attributed to distance and line length.

4.2. Extending the Algorithm for Multipla-
nar morphing

For multiplanar morphing, we must first identify which
of the multiple 2D radius images for one object is to be mor-
phed to which radius image from the other object. Then,
we have to specify the line segment correspondences for all
these morphings. One constraint is that surfaces which are
connected in the original 3D object, but have been sepa-
rated in two planar images (because of the surface folding
over itself as seen from the axis), should have boundary ra-
dius values which move together in the two images. This
is required so that the reconstructed 3D object remains con-
nected. This is accomplished by automatically generating
line pairs along the boundaries in the two images, forcing
them to move together.

5. Reconstruction

Intermediate 3D objects are reconstructed from the mor-
phed multiplanes. The reconstruction algorithm takes ad-
vantage of the continuity of the surface of the 3D object
to “stitch” together the multiplanes. In each of the planes,
every pixel together with its neighbors forms a “face” of
the 3D object. These pixels are transformed to the vertices
of the 3D object by mapping them back to cartesian space.
Pixels at the boundaries in a plane form a “face” with the
closest adjacent pixels from among its neighboring planes.
This is because all the surfaces in a 3D object are “closed”.
This condition of continuity “stitches” together the different
planes and “closes” the 3D object, ensuring that there are
no gaps on its surface. The robustness of this reconstruc-
tion depends on the morphs generated in the previous stage.



Figure 5. Reconstruction. A torus is reconstructed
from its unmodified multiplanar representation.
Adjacent pixels from the interiors of the individ-
ual planes form faces of the 3D object, and at
the boundaries, pixels from adjacent planes form
faces - this “stitches” together the various sur-
faces to form one continuous 3D object. Note
the large increase in the vertex/edge/face network
density after reconstruction.

Boundaries in the initial multiplanes must be morphed to-
gether so that at all intermediate morphs, boundaries on one
plane can be connected to the boundaries on an adjacent
plane. A reconstructed torus is shown in Figure 5.

6. Morphing scenarios

The previous sections describing the morphing process
assume that there are corresponding planes between the two
objects to be morphed. Matching planes from the two object
multiplanes is not always possible, as in the case when the
number of planes in the two object multiplanes is different.
Three distinct cases may arise as illustrated in Figure 6 :

1. Corresponding planes.In the simplest case there are
corresponding planes between two object multiplanes.
The two planes are morphed to each other as described
in the previous section. For example, in Figure 6.1,
the outer surface of the saucer is morphed to the outer
surface of the torus.

2. A single plane having no correspondence.In this case
there is a plane present in one of the multiplanes with
no corresponding plane in the other. This plane must
be “adjacent” to the axis and is morphed either to a
“0-radius” image (the axis) or to an adjacent plane. In
Figure 6.2, the inner surface of the bowl morphs grad-
ually to the outer surface or to the axis.

3. Dual planes having no correspondence.This arises
when there is a “hole” or “extrusion” in one object
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Figure 6. Different morphing scenarios. (1) The
two multiplanes perfectly matching, (2) One un-
matched plane, (3) A pair of unmatched planes
in one of the multiplanes due to (a) the presence
of an unmatched “hole” in one of the objects,
or (b) the presence of an unmatched “extrusion”.
All other cases can be formed by combining the
above.

without any corresponding feature in the other object.
In this case, the two extra planes are morphed to an ad-
jacent plane from the other object’s multiplane. This
has an effect of forming the “hole” or “extrusion” out
of the adjacent surface. In Figure 6.3a, the holes col-
lapse into the outer surface of the sphere and in Fig-
ure 6.3b, one of the arms of the “H” takes form out of
the other arm.

7. User interaction

The user is required to interact with the system in two of
the stages: in the stage linking the 3D object to a multipla-
nar representation and in the multiplanar morphing stage.
In the first of the these stages, the user positions the axis
about which the object is to be converted to its multiplanar
representation. The position of this axis affects the num-
ber of planes generated and the shape of the surfaces in the
planes. The user may have to experiment a little to min-
imize the number of planes generated and to position the



surfaces in the planes as desired. In the next stage, the user
specifies correspondences between the two multiplanar rep-
resentations by matching features on the planes using line
pairs. This way the user controls the morphing by mapping
certain features on one object to features on the other ob-
ject. There are cases when some planes do not have corre-
sponding planes (as described in Section 6) and the user can
decide which adjacent planes to merge them with. This op-
eration can be automated by randomly selecting one of the
adjacent planes. Most of the user interaction is in 2-space
so it is relatively easy for the user to map features.

8. Results

The following examples were rendered using
faceted shading and neutral colors to better illus-
trate the shape of the intermediate objects. Ani-
mations described in this section are available at
http://www.graphics.cornell.edu/�mahesh/3dmorph.html.

Figure 7 shows multiplanar morphing where both the ob-
jects are represented with the same number of planes and
there is simple correspondence between the planes. The
multiplanes of the two objects are illustrated in Figure 4.
Note that the saucer and the torus are of a different topolog-
ical genus.

Figure 8 shows morphing from a weird-ball (a closed
surface with two cylindrical fully penetrating holes) to a
bust model of Beethoven. This example illustrates a diffi-
cult morphing case where the two objects are of a different
topological genus, the number of planes in their multiplanar
representation is different, and there is no easy correspon-
dence between the planes. The multiplanar representation
of the weird-ball is similar to Figure 3 and the Beethoven
model has only a single plane in its radius image. The outer
surface (the furthest plane) of weird-ball morphs to the outer
surface (the single plane) of Beethoven; the outer and inner
surfaces of the holes in weird-ball (the other two planes in
Figure 3) morph to Beethoven’s outer surface. This causes
the two holes in the weird-ball to move towards and gradu-
ally merge into the shape of Beethoven’s outer surface. The
shadows in the figure show the changing shape of the holes
during the morph sequence.

9. Conclusion

We have shown how 3D object morphing can be reduced
to multiple 2D image morphing by using the multiplanar
representation of the 3D objects. Our method inherits all the
advantages of 3D morphing over 2D morphing while avoid-
ing the complexity of morphing in 3D, since the morphing
itself takes place in 2-space. There are no fundamental re-
strictions on the topology of the objects being morphed and

it is easier for the user to feed in correspondence informa-
tion among 2D planes.

This technique could be extended in a number of ways.
The user could be given finer control over the generation of
the multiplanar representation by allowing the controlling
axis to curve. The system could be automated to position
the axis such that minimum number of planes are created.
In some cases it may be more intuitive for the user to match
features in 3-space, and the system could be extended to au-
tomatically match the corresponding features in their multi-
planar representations.
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Figure 7. Saucer to torus morph sequence.

Figure 8. Weird-ball to Beethoven morph sequence. Note that the cylindrical hole gradually takes the shape of
the outer surface of Beethoven; the shadow acts as a visual cue.


