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Security	Engineering	:	
What	is	it	About?	

Building	systems	that	work	even	with	adversaries		
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What	does	it	involve?	

•  Security	goals	
•  Security	policy	
•  Security	Mechanism	
•  Threat	assump<ons	
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Threat	Assump<ons	
•  Assump<ons	about	the	aNacker	

–  Is	the	aNacker	all	powerful?	
(Theore<cal;	very	difficult	to	achieve	in	prac<ce)	

– What	can	the	aNacker	do?	
(guess	keywords;	sniff	keystrokes;	co-resides	on	the	same	
machine)	

–  Is	a	government	an	adversary?	
	(Snowden	revela<ons;	hardware	trojans;	may	need	more	assurance	
	about	the	hardware)	

–  Insider	aNackers	
	 	(knowledge	of	the	en<re	system	architecture,	security	policies			
										leaked)	

4	



Security	Goals	
Any	security	system	must	address	
the	following	goals	
	
•  Confiden<ality	

keep	data	secret	except	to	authorized	users	

•  Integrity	
–  prevent	unauthorized	users	from	making	modifica<ons	
–  Prevent	authorized	users	from	making	improper	modifica<ons	

•  Availability	of	data	to	unauthorized	users	
–  Handle	Denial	of	Service,	loss	due	to	natural	disasters,	equipment	failure	
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eg.	Moodle,	facebook	



What	does	it	involve?	

•  Security	goals	
•  Security	policy	
•  Security	Mechanism	
•  Threat	assump<ons	
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Security	Policy	
•  Document	that	outlines	the	rules,	laws,	and	prac<ces	so	that	

security	goals	are	achieved.	
•  High	level	statements	generally	signed	by	the	company’s	CEO	

–  Does	not	go	into	the	technical	details	of	how	security	goals	are	
achieved	

7	



Security	Policy	for	an	IT	Laboratory	
•  For	a	Lab	security	
•  This	is	taken	from	

hNps://www.sans.org/security-resources/policies/server-security/pdf/lab-security-policy	

•  Note	the	high	level	language,	succent	statements,	and	no	details	about	
how	the	the	policy	is	implemented	
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What	does	it	involve?	

•  Security	goals	
•  Security	policy	
•  Security	Mechanism	

	Implementa<on	aspects	for	the	policy.	
	(involves	code,	crypto,	protocols,	standards,	…)	

•  Threat	assump<ons	
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What’s	the	Big	Deal		
about	Security	Engineering?	

•  A	security	system	should	
– Allow	authorized	users	access	to	a	resource	
– Disallow	all	other	users	access	to	the	resource		
(in	spite	of	users	having	supreme	power,	access	to	
source	code,	etc.)	
	(weakest	link	ma-ers)	
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eg.	Moodle	
Assignment	submissions	should	be	accessible	to	all	TAs	à	this	is	easily	achieved	
Assignment	submissions	should	not	be	accessible	to	anyone	but	the	Tas	à	not	that	easy!	



What	can	go	wrong?	

There	can	be	mistakes	in	each	of	these	
•  Security	policy	
•  Security	Mechanism	

•  Threat	assump<ons	
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Messing	up	Security	Policies	

16	hNps://en.wikipedia.org/wiki/Sarah_Palin_email_hack	

Forgot	Password	Security	Ques:ons	



Messing	up	Security	Policies	
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When	forgot	password	sends	a	“Reset	Password”	to	a	backup	email	address	

hNps://www.theverge.com/2012/8/6/3224597/mat-honan-hacked-apple-icloud-google-twiNer	

In	a	span	of	one	hour	
•  			Google	account	deleted	
•  			TwiNer	account	compromised	
•  			AppleID	broken	into	
•  			Remotely	erased	all	data	on		

				iPhone,	iPad,	and	MacBook	



Hacked!	
•  Daisy	Chained	Accounts	
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Amazon		
Account	

iPhone		
Account	

Google	
Account	

TwiNer		
Account	

The	ul<mate		
objec<ve	of	the	hacker	

The	last	4	digits	of	the	credit	card	
	iPhone	thought	this	was	private	informa<on	
	Amazon	thought	this	was	public	informa<on	



So	you	think	you	are	safe	with		
SMS	OTP?	
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How	to	Avoid	Policy	Mistakes?	

•  Could	be	conserva<ve	
–  eg.	No	way	to	recover	password	(brutal!!!)	

•  Need	to	think	hard		
•  Need	to	think	of	the	en<re	system	

–  Difficult	especially	for	distributed	systems	

•  Formally	verify	if	your	policy	is	complete	
– Would	need	a	mathema<cal	representa<on	of	the	policy	
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Threat	Assump<ons	
(What	can	go	wrong?)		

•  The	human	factor	
(can’t	assume	humans	won’t	fall	prey	to	these)	
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Threat	Assump<ons	
(What	can	go	wrong?)	

•  Threat	model	change	with	<me	
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Kerberos,	invented	in	1980s,	
used	DES	with	56	bit	keys	for	
encryp<on	

Kerberos,	invented	in	1990s,	
s:ll	used	DES	with	56	bit	
keys	for	encryp<on	

56	bit	keys	preNy	safe	in	the	
80s.	

56	bit	keys	cannot	be	
prac<cally	broken	in	the	90s	
in	a	single	day	(with	
specialized	hardware)	

1980s	 1990s	

DES	went	obsolete,	but		
nobody	thought	of	changing	
Kerberos	



Threat	Assump<ons	
(What	can	go	wrong?)	

•  Is	the	government	an	adversary?	
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Hardware	backdoors	

Cannot	assume	your	hardware	is	safe	

Do	you	need	to	Worry	about	Cloned	Hardware?	



Threat	Assump<ons	
(what	can	go	wrong?)	
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•  Trusted	par:es	may	get	compromised	
	

•  Example	:	DigiNotar	(a	Dutch	Cer<fying	Authority)	
compromised	in	2011.		
–  Issued	fraudulent	cer<ficates	

	which	were	used	to	conduct	man-in-the-middle	aNacks	against	
	Google,	Yahoo,	Mozilla,	and	many	other	services	

–  Targeted	300,000	gmail	users	
–  Suspected	to	be	work	of	a	Government		

	

		



Threat	Assump<ons	
(What	can	go	wrong?)	

•  Improper	use	of	crypto	
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•  Suppose	the	prime	genera<on	for	RSA	was	faulty	
–  So	that,	primes	generated	were	always	from	a	small	subset	
–  Then,	RSA	can	be	broken	

•  Pairwise	GCD	of	over	a	million	RSA	modulii	collected	from	the	Internet	
showed	that		
–  2	in	1000	have	a	common	prime	factor	

	

Ron	was	Wrong,	Whit	is	right,	2012	



Threat	Assump<ons	
(What	can	go	wrong?)	

•  Insiders	cannot	be	trusted	
	
1980s	had	an	insider	inser<ng	backdoors	in	a	secure	OS	used	
for	military	applica<ons	
		
the	aNacker	could	get	access	to	the	system	through	the	
backdoor	
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Threat	Assump<ons	
(what	can	be	done?)	

•  BeNer	understanding	of	possible	weaknesses	
•  Adapt	with	<me	
•  More	encompassing	threat	models	
	
•  Physically	unclonable	func<ons	
•  Developed	inhouse	
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Security	Mechanisms	
(What	can	go	wrong?)	

•  Due	to	Programmers		
–  Forget	
–  Don’t	know	
–  Only	look	for	func<onal	

correctness	

•  Programming	
Languages	
–  Do	not	inherently	do	
certain	checks	
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Number	of	Password	ANempts	
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Websites	typically	have	N	password	a-empts	before	your	account	is	blocked	
	
Passwords	are	not	very	difficult	to	crack		
(see	John	the	Ripper	:	hNp://www.openwall.com/john/)		
combined	with	the	fact	that	many	people	are	not	very	smart	at	senng	passwords		
(one	of	the	most	famous	passwords	is	password)	
(hNp://www.telegraph.co.uk/technology/2017/01/16/worlds-common-passwords-revealed-using)	
	
	
What	happens	if	the	programmer	forgets	to	do	the	count	check?	
Disaster	any	<me	
	



Number	of	Password	ANempts	
Apple’s	iCloud	password-guessing	rate	limits	
	
The	iCloud	has	many	services	and	many	APIs.	
One	service	forgot	to	implement	limi<ng	the	no.	of	password	
trials.	
	
Adversary	could	try	infinite	<mes	
	
	

30	hNps://github.com/hackappcom/ibrute	
	



Missing	Access	Control	Checks	

Ci<	bank	data	breach	in	2011	
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Ci<’s	Login	Page	
	
Enters	username	
and	password	
LOGIN	

Webpage	2		
	
The	URL	contains	the	
account	number	of	the	
user	

Change	the	
account	number	
in	this	page	and	
you	will	get	
another	user’s	
account	details	

hNp://www.ny<mes.com/2011/06/14/technology/14security.html		



Seeding	the	Random	Number	Generator	

•  Random	numbers	generated	by	PRSG	
•  PRSG	needs	to	be	fed	an	ini<al	value	called	seed.	
•  If	the	seed	are	equal,	the	random	numbers	generated	are	the	

same.	
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Bitcoin	Thep	
•  Random	numbers	used	to	generate	secret	keys	and	make	

Bitcoin	transac<ons	
•  If	an	aNacker	steals	the	random	number,	bitcoins	are	stolen	
•  Android’s	Java	SecureRandom	API	forgot	to	seed	the	PRSG	in	

certain	cases.	Seed	was	ini<alized	to	0.		
Random	numbers	can	be	then	predicted,	
keys	can	then	be	stolen	
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hNps://bitcoin.org/en/alert/2013-08-11-android		



Program	Bugs	That	Can	be	Exploited	
(Most	Common	Vulnerability)	
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•  Buffer overflows 
–  In the stack 
–  In the heap 
–  Return-to-libc attacks 

•  Double frees 
•  Integer overflows 
•  Format string bugs 


