CS 7016: TOPICS IN DEEP LEARNING

CONVOLUTIONAL NEURAL NETWORKS FOR CHARACTER EMBEDDINGS



Input: “I really love this show!!"

Split it into characters and turn it into a list

One-hot encoding




Max Length: 140 characters
Vocabulary = 70( characters + digits + special characters)

Donald J. Trump @reaIDonaIdTrump 14h _ '
I‘|s expected that China will be buying large amounts of our agnculturalﬂ S

products!

ONE-HOT
REPRESENTATION
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Input: “I really love this show!!"

Split it into characters and turn it into a list
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Input: “I really love this show!!"

Split it into characters and turn it into a list

1 1-D Kernel Batch: 1 “image”

Input Channel = 70
_ Output Channel = 1
Output Shape =
(1,1,138)

Input Channel

Alphabet size

70 200 1-D Kernels

Batch: 1 “image”
Input Channel = 70
Output Channel = 200
Output Shape =
(1,200,138)

Max pooling operation will result in a 200 dimensional embedding for each “image”

Note that this kernel covers tri-gram, there could be other which can cover bi-gram, five-grams etc.
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