
 

Random variables distributions
Lecture G contd

we are interested not in the experiment
but in the consequence of the outcome

e g
loss gain more important that the
outcome that gives them

EE Fair coin tossed twice
D ten HT TH TT

x R R

X Cw of heads
XCHH7 2 X Htt X CTH t XCTD

Gambler wagers lait on the result Fortune

doubles if head is ruined on a tail

W HH 4 W Ht _WITH w

After an outcome X takes some value



This valve is more likely to be in

certain subsets of IR than others
depending on Cr 7 P X

For coin tossing example

f a Probability that X x

can be med to degarible the distribution

of likelihoods of possible values of X

In general this is not enough

e g real intervals PCx x o

so we distribution function
F R Co I defined as

F Get PCXEx

A more general definition of random
variable Crv



Def A r v X I 3K with the property

that fwfslxcwk.sc C 7 HxfR
we eat X is F measurable

Defi Distribution of a r v X is

F R Co D given by

Ffa PCX Ex
Note XEx3 E w f s l x Ex

Example

Ean f

l x 72

Properties of distributions



A distribution F satisfies

a him Ffx O Lim FGC I

x s a a so

Tf x CL then Ffx E fly

c F is right continuous i.e

Flath F x as ht O

Proofi
a Bn f WER X w E n

x E n

B 3 Bs 31333
B Bi of

PCBt nigzpcqz.co
PlBa7 Ffn



So lion FCx7 O
X I

An f X En

A EASE Asf

A Y Ai _R

PCA him Plan IMAN
n x Ffn

So him Foxtel
at a

b A _fXEx3 B fxEy3
AE B

Flak peak PCB Fly



Lecture 7 15 10 19

Ces tim Flath
n

him p f X E att
h 7 on

a

PC x ex II
I

p x Ex

Fix

Note 0 CDF Camulative distribution

function distribution is not

necessarily continuous

Any function satisfying
properties a Cc is the CDF of



some r v X

Examples
Constant r v

X w c Awf S2

FM 0 if xcc

1 if x 7C

Bernoulli r v coin with bias p

X S 3112 set XCH l XCTHO

Fat i p I
I 27 I



Indicator v.v

A be any event

IA Cwf
1 if WEA

0 else

Ia Bernoulli r v taking valves

1 and 0 with probabilities PCA

PCA respectively

In general Bi if I disjoint
set of events 4 AE Bi

Ia I
AnBi

C I



Lemma do your own proof
a PC x x I Fla

b PCx CX Ey Fly Fbc

c pCx x

Fca him Fly
gtx

Ciampi
Let X bear.x with distribution

Fine Ep I co

1 Pt f xp o ex E 2

I 272



Find
a p x _t al p

b PCX o I pl Ct pino

c p x D I PCxcD
l fl PTI Iz

Suppose X has distribution F

What is the distribution of

Y all b a bHR

Solid Case a 0

PM Eg PlaXtb Ey

PC XE LAI FfE



Core aco

PCYEy Plaxtbey

p x tab
l p x FI
I him Fk

xryI
a

Cere a O

P YE g
0 if y b

1 if y b



A few subtleties e

Fat E IE c

l x I

F is a distribution verify

F has no jumps Fie the

CDF of a r v that is not discrete

Conceptual difficulties in

uncountable spaces

D CO I uncountable space

Draw a number at random in Co D



No interval is preferrable

PC gb b a

R is uncountable So consider

boric subseted assign probabilities

For complex subsets me the

axioms n Uh coaplenent

apply the rules of probability

Excl Pf Ca D b a

pl ca b
A

PC Uca Iz b tka
him b a Zz



K H

Lb a

PC 5 37 0

But if P Ca bD Tba
PC oil l

oil CO

aDUl0rql7ufo.s3pC
o.s x p p.si tPkos3

t t t O if 71

cannot assign arbitrary probabilities

to boric subsets



Alternative Ute distribution

E Pick any distribution F

Assign P Ca D Ffb Fla
acb

Lecture 8 Law of averages
Repeated experimentation

N trials A occurs NCA times

NCA
a

PCA as N a

Is the theory built so far consistent

with the above requirement



Suppose A Az sequence of
independent events with PCA p
Hi Oc pcl

TE Ai
F 1

theorem Bernoulli 1692

Sng p as n sa in the followingsense

PC P E E e Pte 1 as

n 3 A HE O

c e

p E Ptt



P

Proof Toss a coin repeatedly heads

occura with probability p

Sh has the same distribution

as the hueber of heads Hh

which occur during first n trials

p sn k P MEK Hk

Pf Sq ptt

E PCH _k

k3nCptE

PCHn k I pk q Carel p

OE k En



P En Ptt E f.fm ptg
k

m TnCptED

X o d z
n'Ptt

if kzm

So

Pf Sns pit E et P
plague

e
ant peta Yqe

Bin

e pear Ie T
use Eex e to get



Pf ft pit e e
t
peekget'pY

In int
e

Optimizing over a we obtain Its CI

and

PC Spee e e

n 44

So Pf Sen Ptt 70 as men

Similarly

P ft e p e e e
n

hence o al n 36



P p E
E In E Pte neem

1 as m a

Lecture Law of averages contd

proof of ex E x ex

f x ex e

f G It 2 8 ex
F get 4 28 e

2 1 2
2 et ex

3 e a ex 1

7 e 2 e
4
D

o
since a x I
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f o f is convex

f 107 0 f is minimized at 0

f x 3 fco

need ex

Earlier theorem says for a given n

lies between p f f pit
with high probability

An f p E E Sae Ept E

PC
n
An
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Consider U An
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Pf Fm Ai s Im Plane

nE74
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him

o
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types of random variables

A r v X is discrete if it

takes values in some countable

subset 94,22 3 of R

Discrete r v X has probability
mots function f IR 7 Co I

given by flak pCX x

Not Distribution of a discrete r v

has jump discontinuities at 34,1
is a constant in between

EE

O



i

A r v X is continuous if its

distribution function can be expressed

as x

F fr k f flu die HxfR
C

for some integrable function

f IR Co a

f is the probability densityfunctionofX

H w Check is a valid distribute

P X x 0 for a

continuous v.v X



Random vectors

For a r v X we had fxcxt.phEx

For a pair Xie of t.us

one defines their joint distributionas

E x y PCxex Ky
In general the joint distribution

of a random vector X XD
is p X Ex Xn Ean

Lem ma the joint distribution

E of XM satisfies
him

x y s
a Fxx Cx y7

0



y

Lim
x y

Fx f

Tf Cx y E Xa La

then

Fx.yCxiifDEFx.yH4Lr73
Fx.y is continuous from the above

Fae atu gta E easy
at 401,0

It may be seen without great
difficulty that

Lim F Ca y7 Fx Cx f PHD
you



and

III E.ec Lk Fy ly fPHD

Notes
Given the joint distribution Fx y
it is possible to find the

marginals Fx Fy
The converse is not true in general

Examply
Flip a fair coin twice

record the outcomes

Xp YD



Flip the coin once record

the sane outcome twice

Xu YD

XD YD Xu I have the

same distribution

P Xp Be heads

p xc Yc heads I


