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Classification of slates

Accessibility
A state j Is said to be accessible from a state i

if Fn o s t P
g

0

Tf j is accessible from i we write i j

i j F a directed palm from i to j in
the transition diagram

communication States i and j communicate if
i j and j i

Denote communication by

claim
i i i reflexive
i If i j then j i symmetric

iii if i j je 2k then i K transitive

PI i flirt hold by definition

For Ciii i j j k

Tn.ms.tnPij
0 Pj 70
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Similarly using k j j ti we have k i

so i k

communicating class

A set C C S is a communicating class it

i IEC IEC i j

Ci i E C i j JE C makes C maximal

As I 2 263

1,23 is not a

302 communicating does
but 1,433 is

s a a Bus
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Closed communicating class
A communicating Ian C is closed if

for any i C C J C we have i 13 j
j is not accessible from i

as fl 2,33 is a closed

2 communicating Ian
A

Tf Xn EC for some n d C is closed then

Xm C C H m n

We can partition the state space as

Se Gu Cau U G U T
closed left over Statesdisjoint communicating couldincludeclasses communicating

clauses that
aren't closed

Irreducibility Tf the state space S is a single
closed communicating clan then the DTMC is
said to be irreducible



Else it is reducible

Example B
20

i p

If 0 E 2,134 then 1,23 is a

closed communicating class the

DTMC is irreducible

Suppose 2 1 oops
B

A.io
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13 is a closed communicating does
23 is not cloned

Partition of state space El u 23
C T

case 2 13 1 Partition 1130123 to
C Cz

Example Random walk
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C fo Cz fN3 T 1,2 r N B
communicating class

that ain't closed

Recurrence transience

TT min n o Xn i its
Prob of returning

Te P Fica Xo'i no state

MT E C F I Xo i expected steps
taken before returning

Def A state i is recurrent if Ii I

transient if Jie

Q If Teifi then Mie
stateistransient mean steps forreturn

Q Tf UT then is it true that MY e

A No
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So UTO L but MY a

Def A recurrent state i Is

C null recurrentpositive recurrent

if mfs if mine

Example If i is an absorbing state then
PC X.si Xoni I

U L Fi 1

Thus i is positive recurrent

Recall Vic visits to state i overtimes80,1 n

Let V visits to state i over 991,2

Tf state i is recurrent then

PCV _a Xo i 1

Why Xo i f w p I I return to is process
repeats make i

T XNushe visited infinitelyoften
I f it L s Kf 17
timeswhereDTMC visits i



Tf state i is transient then

PCV k Xo i Tei Ct Ti Geometric

Tl prob of returning to ie
I Tei 7 prob of not returning to i

Criterion for re currencytransience

F Villari or if unit

In c if Triall Ui

From the past Elvin Xo i Mii Pi

In the limit we have EC vi Xo i Pi

so ECVi Xo il Pi

D if its recurrent if i is transient



claim statei is recurrent if E Pit a

transient if EP c

Neo
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The claim above gives a criterion for distinguishing
between recurrent transient slates

Next we derive a criterion to distinguish between

positive null recurrent States

Ling
1 Mii long run avg of visits lo i
n 11

MY mean time between visits to i

So visita wit time

For a positive recurrent state m is finite
for a null recurrat state I a

Roughly Is M Iq
0 null recurrati

I yo positiverecurrat i

intuitive
jathfication
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aim without proof

A recurrent state i is positive recurrent if

I Pit o

null recurrent if

I Pit o

Recurrence transience are Communicating clad properties

claim
i is recurrent ie j j is recurrent

PI i j In in s t pi.fi o P o

Gtntm
Pi Z Pii Pii Pig G IT Hj b

from j fo i f tha itog
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Pig 3 p
m
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To

pg Pig I Pii
D

So i recurrent 4 its j j is recurrent

i transient i j j is transient

Suppose i is transient i j j is recurrent

Since g i jeis recurnat from past above

i is recurrent a contradiction

Next we will show positive null recurrence

are class properties



Claim i j i is positive recurrent

j is positive recurrent

i j In m s t pi.fi o P o

Gtntm
Pj 7 PEI Pii Pig

him
know

Big
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The equality above holds because

him 1 pig hmt I tin hit
k 70 Kel b KH k30 feel
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Pain Pion f I Pii
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i j i is null recurrent

j is null recurrent

PI Follows any part

1 A communicating class is called
i transient if all its stats are transient

positive recurrent if all its status are positive recurrent
iii null recurrent if all its state are null recurrent

E An irreducible DTMC is positive all recurrent

transit if all its slates are positive null recurnat

transient

Example Random walk

to o PmN l Pi i P Pi i FU lei EN I

A P P P Pm I

q q g

Oc Royal ptg 1

States O N e positive recurrent

F fi 2 N 13 transient argue this



Example Another random walk

p p p p p

i i

g g g g g

p 0 or 0 ptq l

The DTMC is irreducible

Determining transience recurrat of state 0 is sufficient

anti

p Hpv p o
I 0,0

VITT
Cn 4PaPao E

n 0 neo Vith

case 1 ptg 4pq cc HI
rn

Iop rip converges
onuses

Ert
diverges

so Iop c 0 is transient

6 n
Care 2 p q then Pao n

n O h 0

0 is recurrent

In this case the DTMC is null recurrat this is



argued as follows

mi expected time to 0 from into

Yz 1 2 42 Yz IL

ye YL Yz E E

m Me m say

Firststep analysis MT It I met my

Mo It M

Similarly M It 12mg f

Time to get to 0 from 2

Tine to get to 1 from 2 1

Tine to get to Ofcom 1

So Mz 2M 2m

Any me Itm m a

So mJ a 0 is null recurrent
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Periodicity 1 Xo I

Visit instantof state Ip
0,2 4



Period of slate 1 2

Visit instants of state 2 11,3
Period of state 2 2

A t
c

Period of 0 1 Period of N
1

absorbingstales

DefI Recall Ti min n o Xn i3 IES

Let i be a recurrent state Let to be

the largest positive integer such that

E Pf F Kd L
K 1

Tf del then state i is aperiodic

Tf d 1 then state i is periodic with period di

Equivalently if i is a recurrent state with period d

then pi D An that are not positive integer
multiples of de

Periodicityisaclaxispropert
Claim Tf i j then i and I have the same period



If since i j Fn m s t pi o Pj 0

n r m
Also Pi 7 Pi Pi Pei

Suppose i has a period d

With r o in 3 we obtain

Pi Pi.fi'RE o

m is a multiple of d

Suppose r is not divisible by d
n r m

p O Pi Pi Pi O

pm so
I

so Pj j o for r that isn't divisible by d

period of j is an integer multiple of d say
it is led for some K I

j's period is 2d
Then j i So i's period in an integer multipleof 2

leading to a contradiction
So j's period is d



Now Snapping roles of i j we can argue that
i's period is an integer multiple of that of j

eating to i I have the same period

So can attach a period to a communicating clod
or even a irreducible DTMC

Excerpt

c
i p

Case 0cL PC aperiodic
case 2 13 0 periodic with 1 2 Pe 9 to

p

o t
c

Period of 0 I Period

absorbingstales

42 Yz 42 72 42 Yr
I

K k YL Yz TE k

aspirator

State 0 has period 2 since DTMC is irreducible

all estates have period 2



Determining recurrence in a finite state DTMC

We will establish that

E all states in a finite closed communicating
class are positive recurrent

E all states in a non closed communicating
clans are transient

From III All communicating clones of a finite DTMC
are finite which implies that they are
either positive recurrent or transient

I

Exople

03 N I N I

cloxed not Closed
He 41

positive recurrent transient

There are no null recurrent communicating daisy
in a finite DTMC

Proof of CI
Let C be a finite closed communicating class

Then See next page
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Lifan Pi

There has to be at least one jE C such that

m4I net EonPi
O

since C is a communicating class Fr s t Pj 70

r k

Pj 3 Pj Pig

his net E Pfi him E PIE
Pii s Iori

So Liz ftp.j 70

j is positive recurrent
C is positive recurrent



Proof of claim II
Let C be a non closed communicating class
Fi C C j EIC such that i is not accessible

from j and Pi 70

If the DTMC visits j starting from i it
never returns to i

PC Xo i Z Pi 20

Recall UN PC calXosi

so I I P a Xo i 70

3 U Cl

i is transient

C is transient
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Determining recurrence transience in an infinite DTMC
An example

General simple random walk

ne
q q

Assume p O HITO Vi 0 Hi I

DTMC is clearly irreducible

Using a first step analysis as in the last chapter one

Can infer the following

o
70 if Iodic

D

0 if Edie
Teo 1

where 0 is the probability of not visiting 0 slanting in 7
and Li 9,9k Ni i 71 20 1

P Pa Pi

N

State 0 is recurrent it Eodies
transient it E die



Since DTMC is irreducible a similar claim holds for
all stats

Determining positive nall recurrence

Suppose Edi's So DTMC is recurrent

in the apected steps to get
into I pom to 0 starting in 1

From the previous chapter we have
D

mi EL
je PjDj

Change of notation lost ein Pop Pi i i I

or Wi
N

so To oei p
P Pj i

D
M Z P Pj 1

E F
mo It pom It PoP P

f i 9 Wj
a

fo t Seg
F I

So mT t



Claim Assume 22 no Then

the Dime is positive recurrent when Efeiss
a

null recurrent when Eli P
in o

if Lice then the DTMC is transient

limiting behaviour of irreducible Dimes

the transient case

E Let Xn n 03 be an irreducible
transient DTMC

Then
en O Hi ILim Pi jn a

PFI Since the DTMC is transiat we have ffeainthfp.is
n

Pj L
n a 0

which implies mhjz Pg 0 since Pj 30

Tf ing then we have the main claim



Suppose i j Irreduciblity jai
j si

Pj o forsome
M O

Pj 3 Pg Pii in m

lyasnio If Tx

Since Pj j 0 Pj 70 we obtain

p
m

o as G my 2

coming next

I him PCXn j 0 Hj
n 70

I Suppose the stale space is finite
Then F at least one recurrent state

Ii Suppose the State space is finite and the

DTMC is irreducible
Then all stats are recurrent



lecture.IO

I Recall we have an irreducible transient DTMC
Let a ai 7ies be the initial distribution

PCXn j7 E ai Pion
TES

tem PCxn I nhz Es ai Pion

Suppose 151 CD Then we can interchage the limit f sum

nhijgpcxi it ffaifnejmpi.fm

him PCXn j O
n 7

Suppose 1st A Then we can use dominated convergence
theorem DCT to justify the interchangeof him Sum

A precise argument is given below

Let F be a finite subset of S

Eai Pig EaiPij t
i

ai Pig
IES

E Iff ai Pi j t fai
E ai
iff

9 o



So him PCXn j O
n a

CI Suppose the stale space is finite

Then F at least one recurrent state

n

PI E Pi I
JES

Assume every state is transient i e

his Pig _o

This leads to a contradiction

Ii Suppose the State space is finite and the

DTMC is irreducible
Then all stats are recurrent

Pf From part I we have at least one recurrent

state DTMC is irreducible

All state are recurrent

Coming In a finite irreducible DTM C all

slates are positive recurrent



Stationary distributions
aka steady state invariant distributions

Ref See 6.4 of Grimmett Stirzaker'sboo
or Sec 12.9 of Grimmett Welsh'sbook

Def For a Markov chain with f p.m P the

vector D Citi IES is called a stationary
distribution if

i ti 30 Hi Eiti C it in a distribution
i

ii it IT p it is stationary

Remark If the initial distribution is IT then
what is the distribution of Xn Tph

ftp.pn t

itpn
I

i

List of Xn IT

R If IT satisfies IT ITP but not condition in defabove
then it is a stationary measure

Main result consider an irreducible DTMC

a F a stationary distribution IT if and only if
some state is positive recurrent



i.e if DTMC is irreducible 1 transientfull recurrent
then NO stationary distribution

b Tf there exists a stationary distribution IT

then Cil every state is positive recurrent
a IT L Hits where

Mi

mian Mi ECTHori with Tin min ns.t Xn i3

Cie tn typo i since Ti jTjPj F APJ

Ciii it is unique

Construction of a stationary measure

we will make up a vector e Cei IES that satisfies

f ep

count visits
toi

between

v im b
K

1 I
The win n I Xn k

w ICxm i Sei E wi Xo k



A bunch of claims for an irreducible recurrent DIMS

with l as constructed above we have

i ex I

i Ei Mk if OTMC is null recurrent mean
else Macon in the positiverecurrentbee

Ciii e ep

Civ 0 Cei C Hits

Remarly Consider an irreducible positive recurrent
DTMC

Then Mk C

Set IT Ei Hi
M K

Then IT ITP it is a distribution

IT is a stationary distribution

Consider an irreducible positive recurrent
DTMC

II lie From part above
M k

IT I From main result bk
Mlk



So E Ii
ITK

Given a stationary distribution which is cunialhe

See part b of main result above we have

expected visits to i
between visits to K R

Lecture 21

p p p p PrExample

g g a ar or

Irreducible o c p get
A stationary measure e Hi

e Ege Pj
p p

For any i
q q

area t p e l

big lie _lit f L this is the sane as

qt p e l which holds

So 4 1 Hi is a stationary measure

But we cannot normalize this measure



A bunch of claims for an irreducible recurrent DIMS

with l as constructed above we have

i ex I Qi ei me Ciii e ep

Civ 0 Cei C Hits

proof Recall WE ICXm i Sei E wi Xo k

So We 1 Ek 1

Cii Tk E wi
IES

Mk ECTc Xo k

ECE wi Xo k
its

monotone
convergency

theorem if F wi Xo K

see Sec
5.6 in

Grimmett

Stirzaker's
book

Eli
in
particular

Cy
Ms
there

IES

Ciiil To show leep

ej Em ICxm i Xo k

et Eec E Xo k Pk Pf Xo k



So ej E C ICxm j

Ek E ICXni I.TK m7

Cj ME Pk Xm I.TK m

Notice that

Raf Xm I I m

El Xm is Xm j I m

if Pk xni EIXm i i.tk m PCXm.i iIe7m
we strong
Markovproperty

f Is Pi
PKCXm i i.TK m Cse D

holdsby a stronger version of Markov property Cf Sec 12.7

Of Grimmett Welsh's book

A detour

A v.v T D 310,12 3USD is called a stopping

time for a DTMC Xn if Hn o the

event Ten is given in termsof Xo Xn

Examples First passage time is a stopping time



Tie _n3 fXEk X Fk Xm.tk Xn k

So Ten is determined by Xo Xn

Suppose TT Tk 1

Tn Tien requiresKr Io

a knowledge ofXn
o F T

K K
T
onestep before hitting state k

TT _n E Xo _K X f k Xztk Xn Fk Xn fk

To know if Fish we need knowledge of Xml
Hence is Not a stopping time

Strong Markov property
X 3 DTMftp.m.P T stopping time satisfying Tca

Given Xp I the sequence Xp Xt
is a Markov chain with initial state
E p.m P

Moreover given XT i Xp Xp
is independent of Xo Xt i



i 3evolutionof theslates is like a

p
DTMC starting in i having f p.m P

T Crandon shopping time

End of detour

Back to proof of e CP
we have

pkfxmj.TK m EsPi.jPkCXm i isT7m

wig this in the expression for Cj we obtain

Eje Pi Pk Xm Fi I m

Pi Pk Xm Ei Te m

Pi pkcxm.fi m

m

Pi Eno PkCXr i T.FM

Is Pi FaffE I Xii I i D

if Pig E IfXr i3

CE Pi Ei i.e Eep
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Proof of Civ i e

oceic a Hi

Recall e wax constructed wig state K
So ee I

Fix i C S

Irreducible F m n O S f

Pi o pi o

f ep from part Ciii
ep2
i

e epm e epn
m n

GE ejPj ei Ee Ps

m n

ex 3 E Pi k fi Ck Pk i

Wig Ek 1 we have

G E L ca Ei Pe o

Pich
o Cei a



Big facts about stationary distributions

Irreducible DTMC notf.efeffan.tt

i if some state is positive recurrent then
F a stationary distribution

PI Suppose K is positive recurrent
m C n
k

From earlier thm we have a stationery
measured i e e e p

constructed using state k

Set Ii I then
M k

IT IT P also IT is a distribution
sinece ziti Sei I

M K

Cli Tf F a stationary distribution IT then

a each state is positive recurrent



b Tie 1 Hi c it is unique
Mi follows from b

Pf
Claim Ii O Hi C S

Pf insidePf
IT I 1

i

So I at least one state say k with Mk 0

Fix its

Irreducibility Fm s t p 70

IT ITP IT P2 IT PM

Tie Tj Pj 7 it
m

70

IT 70
End of PfwithinPf

Irreducible all state are either transient or recurrent

In an Cartier lecture it was shown that for a

transient irreducible DTMC

Pi o as in 2A Hi j

Using it 70 Hi T ITP we shall
arrive at a contradiction

Assume all States are transient



ti Eti Pii o II Iif Yee's
Easy to see

General core use Me
A contradiction since Tj 70 argent on p 30

of this note

What we got Tf F a stationary distribution IT in an

irreducible DTMC then all States are recurrat

What is left to prove Establishing positive recurrence

4 IT Ym

Pf of whatever is Left to be proven

et Xo IT c stationary
Then

CX Xn c f Xo Xn
have the same distribution

Now 1T Mi X7l reter.v

EX EPCX n
pCXo i P T.am Xo i na

Ex Em Pm
M

n.INT n Xo i E Pm

I E



p e
µ

since Te ruin k Xk i

For n 72 I

P Tian Xo i
Xo.ie tuisited Xn

Since Ti 7h

PC Xo i X Ii Xii Xm i

PC Xon i Xmti 1Emen l

PC Xmti Lemen D P Xm i Osment

using X Xm N Xo Xn a

j

P Xm i 0 Em En 2 PC Xmti Osment

felting Ly P Xm i oemer

Lns dn i

Going back to IT m wig 4 we obtain

Tim PCT In Xo i

a
PCXo i t Ekin a dn i

n 3

P Xo i t do him Ln
n a

PCXo i PCxoti fiz2n
Th Mi l Egg 2n



him 2n P Xm i Hm
n 70

0 since i is recurrent

So Ii mi I

i e Mi I L n

Ti
so i is positive recurrent

Irreducibility all status are positive
recurrent

Uniqueness of it follows from IT 1m Hi
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Convergence to stationary distribution

Big Fact I
Let Xu n 03 be an irreducible aperiodic
positive recurrent DTMC Then

pi Tj as n so Hi j

where it is the unique stationary distribution



PI Uses Coupling

Let Yn be an independent copy of the
given DTMC i c 7.3 ha the sane state says
space ftp.m.P as Xn3

2ns xn Tn

Is 2n a DTMC Yes
State space 5 5

f p.m for 2n

Pink PC 2mi ki 12 Ci j

3417.3
independent

P xn ii klxnn ijpfya.ie 7n i
Pi k Pit

Is 2A irreducible Yes
X 3,543 irreducible aperiodic Gwen

F NS.t.HN N Hrw
Woof requires

Pi Pg 70 Hn7N aperiodicity

Does 92h3 have a stationary distribution Yes
Let U Vi j i jESxs denote the

stationary distribution of 2h3



Then Vi Ii Tj where

it is the stationary distribution of EX

So 2n is positive recurrent

Coupling trek
suppose Xo i fore j

Zo i j
Fix some state s E S

1 min n I 2ns s s

f fitting time of G s in 2n

P Tcu Zo i D I H
denote this by Pij Tca i.e Pif

9 1
PC KotijD

i
At T both Dimes
are at stakeS

S

j

T n

Is T a stopping time Yes



Conditional on Ten both Xu Yn have
the same distributions strong Markov property

Tf two indep DTMCx with identical t.p.ru
start in the sane state say Xo's then

Yoss
the distribution of Xn Tn are going to be

the same AsimilerobservationholdsforaT
strong.mgrtI sloppig meT.owhcnoaeboksattheeITEn3J

Pick Pig xn K

Pi Xn k Tsn Pig Xi k T3n

with II
pig yn K Ten t Pij Xn k T nIn

the
same

distribution
a

E Pig 7n k t Pij Tn

PjY PigCT n

so Pi Pj E P j
Tan

Swap i j repeat the argument above to get

Pj p.fi EP jCT2n7

Or I Pi Pj I s Pi CT n



As n 7 on PigCT n 0 becauseof

So Pi PI o as n su

So if him pick exists then it does not
n 3

depend on starting state i

him Pin exists because
n 3

Cn
Mk Pigk

Tiki Pj since F ITP Eiti't

0 by a version of dominated convergence
theorem See p 30 for

inatna

So
Pj IT

a
as n sa
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Remark A version of Big fact I holds for
the Cae of null recurrent irreducible aperiodic
DTMC i.e

pi 0 as n sa

For a proof see Grimmett4 Stirzaker Sec 6.4
For positive nall recurrent case one needs aperiodicity to

infer 7

an easy mantrap o

Convergence in Cesaro sense

In CD I Cxm j oncp.int
for stale j

Time average In Icj
As n sa where does the time average converge

for a irreducible positive recurrent DTMC

InIncj Tj as n a a s
cw.pl



or equivalently Invncj Img as a 7 w p l

For a null recurrent state j

In Inc j O a s as n sa

these claims do not require aperiodicity

Big Fact Il Consider a irreducible recurrent DTMC
Then for any J ES falmostsurelyS

I

n

I Tj c 3 as n s w p I
for anystartstate

Mj Xoei

A few remarks
n

Ef Honi In EECICxniillx.si
met

In pmci.ir

F I'ftp.yc
3 xo i P Tr xo i

Mj
So wig DCT

In pmci.si P l
Mj



In if j is hall recurrent then the
limit is zero

In HH if j is positive recurrent then the
limit is positive

D
For a transient state j 2 pmCi j s

wel

In pmci.ir 0

i e E Vinci Xo i 0

her transient j

Proof of Big Fact I Suppose Xo j

j.mh.w.brIf I
Slo 11 G CI's

Slide min n711 TnCj7 k3 Sco O

te Sclc Sclc 1

sequence t ta tz is an iid sequence

Fftp Xon j mj



X Xz itd non negative r.us with meanµ

xi then I y as www.p.i

If 7 ti 7 my a s under PC Xo j

or mj
k

scing e n a scricisti
SC Theis

II
slings

Iac f't D
Ik t

As n 70 m my 1 since

j is recurrat
Vij 7 as

n

So I Mj a s as n so when Xo j
vicis

Next we conisider the Case Xosi i j



Tf Try 3 then Tn D

VINCI o on Tj 3

Tf Tj C 3

ITN j
lo

od I l p
Sco ti SCD tzscigtz.gg

ti ta t are independent

But tats are iid

g fit tst n.tt
K

o Mj a s
K 2

So SII mj a s under PC Xii

This is the equivalent of for Xon i i j
Follow the steps below x i.e the sandwich

argument to infer



g
mj ars under PC Ixoni

The claim follows

Some examples

Two state DTmc
1 2 AP

2tpc2
I 13

IT _ITP e IT LIT 14 137112

113 1 2 IT t BR

IT 1113 1

Tf you solve then

IT Tze
2 L P 2 2 13

Check the finding in Example 1 on p 2 of thisnote

H W Find stationary it for the periodic DTMC
in Example 2 on p 3 of this note
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A few examples

Success rank

Pi it Pi Pi o Vi Pi V 70 i

Irreducible.S aperiodic Check this

Pi

it _IT P I Hit Pitti

Unrolling we obtain

it Pop Pi e To

Ti Cito where ein 1 if i O

Pop Pie if i I

IT
T

tofEei L

Tf Eli converges then To
Sei
i o



In this case the DTMC is positive recurrent

H.w If Eli determine null recurrence

transience of success runs DTMC

Special case pi p Hi

lie pi Eli Ep To't P

iii pill p Geometric distribution

Simplified version of Google Pagerank

Suppose there are 4 webpages

if Et
e g fear page 1 we could End up

in page 2 or page 4

page 4 got no links

User behaviour Visit these webpages in a Markovic fashion

i e pick one of the links unit at random from a

webpage 4 if there ain't any link 1ha pick
any of the 4 webpages uniformly



The f p.m of DTMC is

O 0.5 O O S

l 3
By construction this DTMC is irreducible

has a finite state space positive recurrent
F a stationary distribution

For this toy example
ITI 0.3oz 0.231 0.152 O 308

Rank pages according to IT i e

put page 144 at the top followed by
page 2 page 3

DTMCx with coats

Discounted lost Average cost

DTMis with discounted hosts

In addition to Markovian transition each state is
associated with a cost



State space S For each x CS associate a

host c x say bounded

Add a discount factor OCLC l

D

Objective C 2 cc XD
n O

1
infinite horizon discounted cost

For each state i define i ECC Xon i
DTM is with average coat

With notation as before

objective C Nhej In EfCxmD

long run
avg

cont

n

f EfcCX.m 2 average cost over a

mil horizon of length n

n

nhijgf EEGCX.in long run average cost

M I

Discounted us average cost

Intuitively discounted cost is concerned with transient

behaviour while average cost is concerned with limiting
behaviour



For e.g at no 100 2 0.9 the contribution

of the cost c Xn Hn no is negligible
owing to the discount factor 0.99

In contrast

ii t.IE cxmD n iE I
recentIn E

M 100

cost in the
so avg host is concerned with the steady statel
in the limit

Lecture 26

Question How to compute discouted cost objective

Recall JCi7 F o2 cCXn7 Xo i

vector c cities
and vector J Jci ies

Claim g I 2 PIC single stagef f b cost vector
hiscoukdantvector disquffayor t.p.in



PI T 7 E o2ncCxn7 Xo i

F cho 1 I 2ncCxn7 Xo i
denote this as C

ECC 14 5 F E Ican Xii

EC.LI amcCXm1 Xo j
LJCj

JCil cCi7tLECJCj3 xo i

g i Cci 12 Pi TCI
IES

In vector matrix notation

I c c

i

Example States Pu Pd
In l Pu

Machine
W do

i Psedown

p fi p i



asia

Iii p I
Discounted host

FYID E APJ'c

J I fall
2Pa rall Pa where

const dah pal ra 2Pa

conate ft Lpn I 2Pa 241 Pill PD

il u

J up expected infinite horizon revenue for a
machine that is up

JIupk ddci po.lt Pd
const

Suppose a new machine Costa m

Then it is worth buying a new machine if

m E J up

Spl Case 2 0 condition above MET



Question How to compute long run avg.cat objective

long run avg cost 2Ci anting In F CcCXm7 Xo i

Suppose DTMC is irreducible positive recurrent
7 a stationary distribution 5

What we will show is 3 i IJ Hi

For a DTMC satisying with

Tj le Cill Ca we have
j

J i Et Ccj avg costs'ane for
all startstates

IES

Pf Jci him In F CeCxm7 Xo i

he t Viii ceil

where Vi expected visits to j in I n3
starting instate i

so Jci inning fees VigI did

ie vi ccic wmenefgmii.eu
theorem to justify
him IS interchange



Jli
Eg Tj

Ccj we used posituereaermeet
Cesaro convergenceGee bigfact

For average cost objective a good reference is

Dynamic programming optimal control Vol I by
D P Bertsekas Athena Scientific

Example Brand switching e s

p aqfA.io
ao
igPCbwmsBlgivag

b.ggrA
0.2 0.4 O 4 0.2
0.1 0.3 0.6

Costs cc A 6 CC BIS CCC 4
Finite irreducible DTMC Fit S t IT ITP Saint

ITA 0.13 IT 3 0.32 Iten D 55

Long run average cost J MACCA Tgc B Neck
4.58

So the customer spends 4.58 whatever currency on each

visit in the long run

End of DT MCs


