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ABSTRACT

KEYWORDS: Human-Computer Interaction; 3D Hand Pose estimation; Hand

Biomechanics; Anatomical Filter; Convolutional Neural Network;

Fitts’s Law; Scaled Interaction; Microscopic Selection Task.

Interaction is one of the three pillars (other pillars are Immersion and Presence) of

Virtual Reality (VR) which facilitates the feeling of the other two to the user. A user can

interact with the 3D virtual world through actions such as pointing, clicking, rotating the

head, and so on involving the coordination between human haptic and visual systems.

Currently, with the advent of feature-rich virtual reality hardware such as the HTC Vive

and the Oculus Touch, there are many ways for the user to interact with the virtual

environment. For example, the user can move objects in VR by holding and moving the

controller in real space and interact by pressing the various buttons on the controller.

Pointing (or selection) and reaching a target in VR constitute two of the fundamental

interactions using a virtual cursor.

This thesis contains novel methods to enhance the user experience in virtual reality

by proposing solutions to two distinct problems. We will briefly describe these two

problems in detail. The first part of the thesis addresses problems related to 3D hand

pose estimation. Depth-based 3D hand trackers are expected to estimate highly accu-

rate poses of the human hand given the image. One of the critical problems in tracking

the hand pose is the generation of realistic predictions. This thesis proposes a novel

“anatomical filter” that accepts a hand pose from a hand tracker and generates the clos-

est possible pose within the real human hand’s anatomical bounds. The filter works by

calculating the 26-DoF vector representing the joint angles and correcting those angles

based on the real human hand’s biomechanical limitations. The proposed filter can be

plugged into any hand tracker to enhance its performance. The filter has been tested

on two state-of-the-art 3D hand trackers. The empirical observations show that our

proposed filter improves the hand pose’s anatomical correctness and allows a smooth
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trade-off with pose error. The filter achieves the lowest prediction error when used with

state-of-the-art trackers at 10% correction.

The second part of the thesis implements the anatomical filter as a Convolutional

Neural Network (CNN). In this work, we present the Single Shot Corrective CNN

(SSC-CNN) framework to tackle the problem at the architecture level. In contrast to

previous works which uses post-facto pose filters, SSC-CNN predicts the hand pose

that implicitly conforms to the human hand’s biomechanical bounds and rules in a sin-

gle forward pass. The model was trained and tested on the HANDS2017 and MSRA

datasets. Experiments show that our proposed model shows comparable accuracy to

the state-of-the-art models. However, the previous methods have high anatomical er-

rors whereas our model is free from such errors. Experiments also show that the ground

truth provided in the datasets used also suffer from anatomical errors and an Anatomical

Error Free (AEF) version of the datasets namely AEF-HANDS2017 and AEF-MSRA

was created.

The third part of the thesis involves scaled motions in Human-Computer Interac-

tions. Although the human hand is a complex system which can perform multiple ac-

tions, when the kinaesthetic actions are scaled in a system, the applications are limitless.

In this thesis, we examine the effect of control movement scale on user’s kinaesthetic

actions. We use Fitts’s Law for quantifying the user’s performance on different scales

and to verify if higher control movement scale, in general, can be better than natural

movements in tasks which require extended accuracy. The experiment consists of a

Wacom™ tablet as an input device connected to a system. The tablet provides means

for scaling the kinaesthetic input movement of a user. The experiment is a modified

version of the classical multi-directional tapping task. It was performed on 16 healthy

participants with ages between 20 to 48 years. The Fitts’s regressions were visualised

and the Z-scores were computed. It was found that the performance of the participants

increases with the scale and has an optimum scale at 1:3.3 before reducing rapidly.

The fourth part of the thesis improves the 2D quantification of user performance

measure to 3D interfaces. Considering 3D interactions in Virtual-Reality (VR), it is

critical to study how visual awareness of real hands influences users’ scaled interac-

tion performance in different VR environments. We used Fitts’s law to analyze user
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performance with five different Control-Display (CD) ratios (1:1 to 1:5). Fifteen partic-

ipants performed a 3D selection task in three different setups: Head-Mounted Display

(HMD), and two variations of the Active One-walled 3D Projection (AOP), with and

without visual awareness of the real hand (AOP-A and AOP-B, respectively). The re-

sults show that the throughput of AOP-B is significantly higher than that of the AOP-A

and HMD (p = 0.00001 and 0.0002, respectively) which suggests the existence of a con-

flict between the kinesthetic and visual real-hand movements, which we term as Virtual

Kinesthetic Conflict (VKC). To reduce VKC during scaled movements, tasks should be

designed such that the visual awareness of the real hand is avoided.

The last part of the thesis extends the Fitts’s law as a means for training fine-motor

skills such as Microscopic Selection Task (MST) for robot-assisted surgery using Vir-

tual Reality with objective quantification of performance. We also introduce Vibrotac-

tile Feedback (VTFB) to study its impact on training performance. We use a VR-based

environment to perform MST with varying degrees of difficulties. Using a well-known

Human-Computer Interaction paradigm and incorporating VTFB, we quantify the per-

formance: speed, precision, and accuracy. MST with VTFB showed statistically sig-

nificant improvement in performance metrics leading to faster completion of MST with

higher precision and accuracy compared to that without VTFB. The addition of VTFB

to VR-based training for robot-assisted surgeries may improve performance outcomes

in real robotic surgery. VTFB, along with proposed performance metrics, can be used

in training curricula for robot-assisted surgeries.

Using the several approaches mentioned above, we conclude that: 1) Using biome-

chanical bounds and rules when predicting hand poses enhances the user’s visual expe-

rience, and 2) using quantified interactions in VR can be useful for maximizing the user

performance with such interactions and also useful for training medical procedures,

such as MST.
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CHAPTER 1

INTRODUCTION

Interaction is one of the three pillars (other pillars are Immersion and Presence) of

Virtual Reality (VR) (Mütterlein, 2018) which facilitates the feeling of the other two

to the user. A user can interact with the 3D virtual world through actions such as

pointing, clicking, rotating the head, and so on involving the coordination between

human haptic and visual systems. Currently, with the advent of feature-rich virtual

reality hardware such as the Oculus Quest, HTC Vive, and Oculus Touch, the user

can interact via hand tracking or controllers to interact with the virtual environment

(Egger et al., 2017; Borrego et al., 2018). For example, the user can move objects in

VR by holding and moving the controller in real space and interact by pressing the

various buttons on the controller or use their hands and manipulate the objects as if they

are present in real life. These basic interactions, namely pointing (or selection) and

reaching a target in VR constitute two of the fundamental interactions using a virtual

cursor.

1.1 Realistic 3D Hand Tracking

3D hand pose estimation is the task of predicting the pose of the hand in 3D space

provided the depth (or 2D) image of the hand. It is used in many fields such as human-

computer interactions (Naik et al., 2006; Yeo et al., 2015; Lyubanenko et al., 2017),

gesture recognition (Fang et al., 2007), Virtual Reality (VR), and Augmented Reality

(AR) (Lee et al., 2019; Ferche et al., 2016; Cameron et al., 2011; Lee et al., 2015).

Earlier, tracking methods used markers such as coloured gloves by Wang and Popović

(2009) so that they can be tracked using cameras and other such sensors. With the

advent of deep learning in computer vision, commercial systems such as Oculus™ and

LeapMotion™ are shifting from marker-based tracking methods to purely vision-based

hand tracking. The shift prevents the need to wear cumbersome equipment, which



affects the user experience. However, marker-less pose estimation is a challenging task

as there are several factors such as the complexity of the hand poses, background noise,

and occlusions. Model-based tracking (de La Gorce et al., 2008; Hamer et al., 2009;

Oikonomidis et al., 2010; Stenger et al., 2001) creates a 3D model of the hand and

aligns it according to the visual data provided. Tagliasacchi et al. (2015) made a fast

3D model-based tracking using gradient-based optimization to track the hand position

and pose. Sridhar et al. (2015) made a robust detection-guided optimization strategy to

track the complicated poses of the human hand at speeds of about 50 frames per second

(fps) without a Graphical Processing Unit (GPU).

A key problem overlooked by several state-of-the-art models is the realism of the

output hand pose. Current state-of-the-art models focus on the accuracy of the model

rather than the overall anatomical correctness of the model and reported low errors in

benchmark tests such as the ICVL (Tang et al., 2016), NYU (Tompson et al., 2014),

MSRA (Sun et al., 2015), BigHand2.2M (Yuan et al., 2017) and HANDS2017. It is

possible to train a model to match almost all hand joints when tested; however, when

the error is a finger bent in the opposite direction, it can affect the user experience. The

error can also affect the human system, leading to false information and mismatch in

the motor cortex and the visual system as pointed out by Pelphrey et al. (2005). Another

issue is the validity of the ground truth of the benchmark tests as it is uncertain if the

ground truth hand poses are truly accurate representations of the real human hand with

no anatomical errors.

1.2 Scaled Human-Computer Interactions

A scaled motion of the virtual cursor is used in most applications in order to achieve

more immersion (Biocca and Delaney, 1995; Slater and Wilbur, 1997) and allows the

user to interact with more objects in the virtual world (Wilson et al., 2018; Xie et al.,

2010; Steinicke et al., 2008b,a; Jaekl et al., 2005). The concept of cursor movement

scaling in human-computer interaction is otherwise called as Control-Display (CD) ra-

tio. It is different from redirected touching (in works done by Azmandian et al. (2016))

due to the fact that the scaling is constant and is dependent on the kinaesthetic motion
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of the user only. According to MacKenzie and Riddersma (1994), it is the ratio between

the physical movement of the input device in the real world and the corresponding

movement of the cursor in the virtual world. Changing the CD ratio allows the virtual

cursor to make movements which can be larger or smaller than the movement of the real

hand. It also increases the effective workspace of the environments which is a difficult

task in terms of hardware. When changing the CD ratio, the effective performance of

the user must be known since it is crucial for the optimized usage of the HCI device for

the task that the device is meant to do. In order to objectively quantify the interaction

performance, a HCI law called as Fitts’s law is used. The Fitts’s Law (Fitts, 1954) states

that there is a relation between the time it takes for a task to be completed and the diffi-

culty of the task. This relation is linear, and the modified Fitts’s Law by MacKenzie and

Riddersma (1994) is used in this thesis, which is developed in analogy with Shannon’s

information theory (Shannon, 1948).

One of the problems observed in current HCI devices is the lack of quantified in-

teraction options with regards to 3D interfaces. Fitts’s Law in particular is originally

used for 2D based interactions, namely using pen and paper. MacKenzie then updated

this model to accommodate HCI devices such as the keyboard, mouse, trackball, etc.

However such well established quantifications is not present for currently trending 3D

interfaces such as the Oculus Rift and the HTC Vive. This problem shall be addressed

in this thesis.

1.3 Motivation

One of the critical problems in hand tracking is the realism of the output. This problem

of hand pose realism has been studied in a partial aspect as “highly accurate tracking”

in earlier work such as those by Sharp et al. (2015) as increasing the tracker’s accu-

racy and reducing the poses’ overall position-based error. This error can disrupt the

immersiveness of the individual during the virtual experience. Moreover, from a hu-

man perspective (Pelphrey et al., 2005), the error can affect the internal human system

leading to false information and mismatch in the motor cortex and the visual system.

Regarding HCI devices, there are well-established studies and laws which provides
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optimum settings and characteristics for maximum user performance in certain tasks.

However, there is a lack of such established performance characteristics and optimum

settings for 3D HCI devices such as the HTC Vive or 3D projectors. These are the

primary motivations for pursuing research on the topic of Realistic and Quantified

Human-Computer Interaction.

1.4 Hypothesis

In light of the problems discussion in the previous section, we frame the following

hypotheses with respect to the two problem statements:

(a) Whether improving the realism of hand poses predicted by the state-of-the-art
trackers using biomechanical aspects improves the accuracy as compared to the
poses without implementing such concepts.

(b) Can a hand pose estimator guarantee zero anatomical error while maintaining low
deviation from the ground truth pose.

(c) Can higher control movement scale, in general, can be better than natural kinaes-
thetic movements (where control movement scale = 1:1) in tasks which require
extended accuracy using 2D interfaces.

(d) Can higher control movement scale, in general, can be better than natural kinaes-
thetic movements (where control movement scale = 1:1) in tasks which require
extended accuracy using 3D interfaces.

(e) Can HCI based quantification methods be used as a training tool for important
tasks such as computer based surgery.

1.5 Aim and Scope

This thesis aims to develop a 3D hand tracker that will utilize biomechanical constraints

as a closed form equation. This thesis also analyses existing 3D interfaces to provide

an optimum setting using Fitts’s Law. The scope of this thesis is limited to solve two

distinct problems in Human-Computer Interaction (HCI), namely realism of 3D hand

tracking and quantification of 2D and 3D HCI.
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1.6 Research Objectives

The following research objectives were set based on the problems discussed in the pre-

vious sections:
(a) Realistic 3D Hand Tracking

• Design a biomechanical filter that can correct the hand pose such that it
guarantees zero anatomical error while maintaining low deviation from the
ground truth pose.

• Design a neural network that incorporates the biomechanical filter in the
architecture level such that it increases the speed of computation and effi-
ciency of the network.

(b) Scaled Human-Computer Interactions
• Analyse the effect of changing the control display ratio of 2D interfaces and

quantify the scaled interactions of the user using those 2D interfaces.
• Upgrade the quantification method to analyse and quantify 3D interfaces.
• Utilise the 3D quantification method in an applied environment such as

robotic surgery.

1.7 Contributions of the Thesis
(a) We propose a filter that functions on the human hand’s biomechanical principles

and kinematics. This filter’s novelty is the use of bounds and rules derived from
the human hand’s biomechanical aspects to produce a more realistic rendering of
the hand pose. The filter can be plugged into any hand tracker and enhance its
performance.

(b) We integrate the filter defined in the previous contribution inside a CNN architec-
ture called Single Shot Corrective CNN (SSC-CNN) and build a hand pose esti-
mator that guarantees zero anatomical error while maintaining low deviation from
the ground truth pose. We also show that these anatomical rules and bounds were
not maintained when creating the HANDS2017 and the MSRA hand datasets, and
an Anatomical Error Free (AEF) version of the datasets called AEF-HANDS2017
and AEF-MSRA was created.

(c) We examine the effect of control movement scale on user’s kinaesthetic actions.
We use the Fitts’ Law for quantifying the user’s performance on different scales
and to show that at an optimum control movement scale, users perform better
than natural movements.

(d) Using the Fitts’s Law from the previous contribution, we examine how the effect
of visual awareness of the real hand influence the performance of interaction with
the virtual objects using a virtual cursor in a Virtual Environment (VE). To study
the effect, we have compared the user performance of same 3D tasks in two dif-
ferent VEs, namely the Active One-walled 3D Projection (AOP), and the Head
Mounted Display (HMD).
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(e) Using the Fitts’s Law from the previous contribution, we create a VR based train-
ing system that allows for the objective evaluation and learning of psychomotor
skills for robotic surgery, specifically fine motor skills. We include vibrotactile
feedback (VTFB) in our training system to improve the performance of fine mo-
tor skills and augment the experience of human-computer interaction. This study
proposes a performance index and compares the performance with and without
VTFB.

1.8 Organisation of the Thesis

The thesis starts with Chapter 2 detailing a filter that will correct the hand pose from

state-of-the-art hand trackers which in turn increases the realisticity of the output poses.

Chapter 3 integrates the filter into the architecture of the hand tracker itself which in-

creases efficiency of computations and provides a better hand pose. Codes for Chapter

2 and 3 are available online1. Chapter 4 describes the scaled HCI interactions in 2D

and explains the use of Fitts’s Law with respect to 2D interfaces with an experiment

using the Wacom graphics tablet. Chapter 5 extends the Fitts’s Law to 3D interfaces

and utilizes the law to quantify two distinct interfaces, namely the 3D projector and the

Head Mounted Display. Chapter 6 further extends the use of Fitts’s Law as a training

interface for surgical tasks. Finally, Chapter 7 is the conclusion of the current work

along with future scopes for 3D hand tracking as well as scaled interactions.

1https://github.com/RBC-DSAI-IITM/SSCCNN
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CHAPTER 2

ANATOMICAL FILTER FOR

HAND POSE ESTIMATION

2.1 Introduction

One of the critical problems in hand tracking is the realism of the output. This problem

of hand pose realism has been studied in a partial aspect as “highly accurate track-

ing" in earlier work as increasing the tracker’s accuracy and reducing the poses’ overall

position-based error. Many studies overlooked this problem by focusing solely on the

accuracy of the hand tracking models. Such models have low errors in benchmark

tests such as the NYU (Tompson et al., 2014), ICVL (Tang et al., 2016), HANDS2017

and BigHand2.2M (Yuan et al., 2017). However, high accuracy does not always trans-

late to realistic hand output. Such an example is a hypothetical case of a hand pose

that matches all joint positions of the actual hand pose except one joint, which is at

an anatomically implausible angle from the previous joint (such as a finger bent back-

ward). This error can disrupt the immersiveness of the individual during the game

or simulation. Moreover, from a human perspective (Pelphrey et al., 2005), the error

can affect the internal human system leading to false information and mismatch in the

motor cortex and the visual system. Other solutions to this problem include inverse

kinematics-based solutions such as Wang and Popović (2009) and using kinematic pri-

ors such as Thayananthan et al. (2003). However, these solutions are tailor-made for

their hand trackers and not built for generic use. Another limitation on using kinematic

priors is that such models need to be trained using data collected through several meth-

ods such as reference models (Sun et al., 2015) or sensors (Yuan et al., 2017). Hence

any anatomic errors present in the data is then propagated in the kinematic model as

well. Hence, this problem is the focus and motivation of our work.

This chapter proposes a filter that functions on the human hand’s biomechanical

principles and kinematics. This filter’s novelty is the use of bounds and rules derived



from the human hand’s biomechanical aspects to produce a more realistic rendering of

the hand pose. The hand is an articulated body with joints and corresponding bounds

(Gustus et al., 2012), and the filter is created using these rules and bounds. The input

is the pose of the human hand in the form of joint locations and angles from the hand

tracker and outputs the closest possible hand as per the real human hand’s bounds.

The filter can be plugged into any hand tracker and enhance its performance. Later in

Section 2.5.2, we show that the proposed filter improves the realism of the hand poses

predicted by the state-of-the-art trackers as compared to the poses without using the

filter. We also elaborate on the filter rules and bounds in Section 2.3.

2.2 Related Work

In this section, we discuss a few state-of-the-art methods for 3D hand tracking. Joo

et al. (2014) proposed a real-time hand tracker using the Depth Adaptive Mean Shift

algorithm, a variant of the classic computer vision method known as CAM - Shift by

Bradski (1998). It tracks the hand in real-time, however, only in two dimensions due

to the limitations of traditional computer vision techniques. Other similar 2D-based

trackers include works done by El Sibai et al. (2017) and Held et al. (2016). Taylor

et al. (2016) proposed an efficient and fast 3D hand tracker algorithm that utilizes only

the CPU to track the hand using iterative methods. This method’s drawback is that the

hand is treated as a smooth body, and the joints and bones are not distinguished in the

model, frequently resulting in anatomically implausible hand structures when tracking.

Recent state-of-the-art models utilize deep learning to achieve highly accurate 3D

trackers with low errors in the order of millimeters. Deep learning provides new per-

spectives to computer vision problems with 3D Convolutional Neural Networks (CNNs)

(Ge et al., 2017; Simon et al., 2019) and other such models. There are many sur-

vey works and literature available in the field of hand tracking concerning appearance

and model-based hand trackers using depth images such as those done by Deng et al.

(2018); Sagayam and Hemanth (2017); Li et al. (2019); Dang et al. (2019). Model-

based tracking (de La Gorce et al., 2008; Hamer et al., 2009; Oikonomidis et al., 2010;

Stenger et al., 2001) creates a 3D model of the hand and aligns it according to the visual
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data provided. Tagliasacchi et al. (2015) made a fast 3D model-based tracking using

gradient-based optimization to track the hand position and pose. The drawback of this

method is that a wristband must be worn on the hand to be tracked, and the model does

not incorporate the angular velocity bounds of the human hand. Although the angle

bounds are incorporated in the model, during certain conditions, the hand pose derived

from the algorithm results in hand poses, which are impossible for a natural hand. Other

models still suffer from heavy computational requirements, such as 3D CNNs, which

require voxelization (Ge et al., 2017) of the image for pose estimation. Works done by

Sharp et al. (2015); Wan et al. (2018); Malik et al. (2018b); Wan et al. (2018); Xiong

et al. (2019); Kha Gia Quach et al. (2016) proposed fast 3D hand trackers with high

accuracy, but at the expense of heavy computational algorithms and can track only a

single hand. Works such as Deng et al. (2017); Misra and Laskar (2017); Roy et al.

(2017) utilize deep learning for hand tracking but in 2D.

Focusing on realism and multi-hand interaction, Mueller et al. (2019) proposed a

model that uses a single depth camera to track hands while they move and interact with

each other. It can also take the fingers’ collision with the other hand into account to

a certain degree. It was trained using available and synthetically created data as well.

This method’s drawback is that it is computationally expensive and cannot predict poses

when the hand moves very fast. There are also discrepancies in some interactions when

the calibration is imperfect.

To the best of our knowledge, none of the existing hand tracking approaches have

explicitly corrected the predicted pose by using a filter based on the biomechanics prin-

ciple as is being proposed in this Chapter. The main contributions of this Chapter are:

(a) A filter based on the human hand’s biomechanics, ensuring that the output of the
hand tracker conforms to the rules of true human hand kinematics and enhances
the immersiveness of the end application.

(b) An approach of adding a modular filter that can be easily plugged into an existing
hand tracker with little or no modifications.

(c) Increased hand pose realism of the output of the tracker to which the filter is
attached to.
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Fig. 2.1: Overview of the anatomical filter. The depth image first passes through the
hand tracker, and then a pose is retrieved (the unaltered pose). This pose then
passes through the anatomical filter, and then the filtered pose is given as the
output.

2.3 Anatomical filter

The anatomical filter takes the pose from the tracker as input and then adjusts the indi-

vidual joint angles according to their biomechanical limits. The overview of the filter

is shown in Figure 2.1. Section 2.3.1 describes the construction and working of the

anatomical filter. Section 2.3.2 describes the anatomical bounds and rules used to cre-

ate the anatomical filter.

2.3.1 Filter construction

The filter utilizes the anatomical bounds and corrects the hand pose according to those

bounds. The first step is to calculate the joint angles since most hand trackers’ output

is the joint’s location in 3D space and not the joint’s angle of rotation. The angle of

the joints is computed separately using 3D transformations such that each joint chain

is aligned on the XY plane. Then, the Euler angles are calculated using the vectors

computed from each pair of joints.

The second step is to calculate the deviation of each joint from its limit. Considering

the current joint angle of a particular joint as θc = [θx, θy, θz], where θx, θy, and θz are

the individual angles to each axis, the anatomical error of the particular joint is derived

in equation 2.1.

εθd =


θd − θupper if θd > θupper

θlower − θd if θd < θlower

0 otherwise

where d = x, y, z (2.1)
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CMC – Carpometacarpal joint
MCP – Metacarpophalangeal joint
IP – Interphalangeal joint
DIP – Distal interphalangeal joint
PIP – Proximal interphalangeal joint

Thumb
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Pinky 
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MCP

Wrist

PIP
IP

DIP

Fig. 2.2: Structure of the human hand.

The third step is to correct the joint’s angle using the error derived from equation

2.1. In order to control the amount of correction made, we introduce a parameter α and

is shown in equation 2.2. The intuition is to vary the strength of the filter and study the

effect of the filter’s strength on the overall hand pose accuracy.

θd(new) =


θd − α ∗ εθd if θd > θupper

θd + α ∗ εθd if θd < θlower

θd otherwise

(2.2)

where d = x, y, z and α ∈ [0, 1]. If α = 0, then there is no correction and the resultant

angle is the original angle. If α = 1, then the angle is 100% corrected based on the

hand’s biomechanical rules. For example, if a chain of joints of a finger has an error

of 30◦ and is corrected by a factor α = 0.5, then 15◦ will be corrected in the chain of

joints. This in turn enables us to see the apparent shift of the joints from the ground

truth pose and hence its effect on the overall 3D joint error from the ground truth.

2.3.2 Biomechanics of the hand

In the human hand, there are 27 bones with 36 articulations and 39 active muscles (Ross

and Lamperti, 2006), as shown in Figure 2.2. According to Kehr and Graftiaux (2017),
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the lower arm’s distal area consists of the distal radio-ulnar joint, the thumb and finger

carpometacarpal (CMC) joints, palm, and fingers. These muscles map up to 19 degrees

of freedom with complex functions such as grasping and object manipulation. The key

joints for the movements of the hand are:

(a) Metacarpophalangeal (MCP) joint

(b) Distal interphalangeal (DIP) joint

(c) Proximal interphalangeal (PIP) joint

(d) Carpometacarpal (CMC) joint

The wrist is simplified to six degrees of freedom (DoF), consisting of 3 DoFs for

movement and 3 DoFs for rotation across the three axes. The thumb’s CMC joint is

integrated into the wrist and is an important joint since it enables a wide range of hand

movements by performing the thumb’s opposition. According to Chim (2017), the

CMC joint has 3 DoFs: 45◦ abduction and 0◦ adduction, 20◦ flexion and 45◦ extension,

and 10◦ of rotation.

There are five MCP joints in which the first MCP joint is connected to the thumb’s

CMC joint. The remaining four MCP joints are attached to the wrist of the hand. The

MCP joint of the thumb is a 2 DoF joint that provides flexion 80◦ and extension 0◦,

abduction 12◦ and adduction 7◦. The remaining MCP joints are also 2 DoF joints and

provide flexion 90◦ and extension 40◦, as well as abduction 15◦ and adduction 15◦.

Clear illustrations and details regarding these bounds can be found in works done by

Hochschild (2015) and Ross and Lamperti (2006).

There are two types of interphalangeal (IP) joints: the distal and proximal (DIP and

PIP) joints. The thumb only has a single IP joint, while the other fingers have both DIP

and PIP joints. The PIP joints provide flexion 130◦ and extension 0◦. The DIP joints,

including the thumb IP joint, provide flexion 90◦ and extension 30◦.

These rules and bounds are shown in Table 2.1 and incorporated into the construc-

tion of the filter. When the filter activates, each joint of the hand-pose is compared

with these rules and then corrected to output a hand-pose that conforms to the hand’s

biomechanics.
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Table 2.1: Angular bounds for each joint of the hand derived from the works of
Hochschild (2015) and Ross and Lamperti (2006)

Joint Maximum angle Minimum angle
CMC abduction and adduction 45◦ 0◦

CMC extension and flexion 45◦ -20◦

Thumb MCP flexion and extension 80◦ 0◦

Thumb MCP abduction and adduction 12◦ -7◦

Thumb IP flexion and extension 90◦ -30◦

Index, middle, ring and pinky
MCP flexion and extension

90◦ -40◦

Index, middle, ring and pinky
MCP abduction and adduction

15◦ -15◦

Index, middle, ring and pinky
PIP flexion and extension

130◦ 0◦

Index, middle, ring and pinky
DIP flexion and extension

90◦ -30◦

Fig. 2.3: Architecture of the model used for the hand tracker with the anatomical filter.

2.4 Baseline hand-tracking model

To compare the state-of-the-art trackers with the anatomical filter, we made a simple

hand tracker to serve as a baseline model. The baseline model is trained with the filter

attached to compare with the other state-of-the-art models that were not trained with

such filters.

2.4.1 Architecture

We created our hand tracker using the ResNet-50 (He et al., 2016) as a backbone with

transfer learning (Torrey and Shavlik, 2010) to utilize the powerful model for 3D hand
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pose detection. The architecture is shown in Figure 2.3, and the process diagram is

shown in Figure 2.1. Since the ResNet originally performs classification using a soft-

max layer, we use the model without the top classification layer, which results in an

output of size 6 × 6 × 2048. After pre-processing, the input image size is 176 × 176

× 1, which is then replicated for the three channels as the input to the backbone model

should be a 3-channel image. The output features from the backbone model are then

compressed by passing it through a single convolutional layer of size 512 × 6 × 6.

The resultant features are flattened (to size 512 × 1) and then pass through two fully

connected dense layers of sizes 258 and 63, respectively. The first dense layer uses a

ReLU activation function, whereas the last layer uses a linear activation function. This

output is filtered using our anatomical filter, and then the estimated pose is retrieved.

The code was built using Keras and used the Adam optimizer (Kingma and Ba, 2014)

with the learning rate set to 0.00035. The model trained on the entire training data with

20% of the data for validation until there was no improvement in validation error for

five epochs.

2.4.2 Dataset used

The dataset used for the evaluation is the HANDS2017 (Yuan et al., 2017), which con-

sists of more than 900,000 images for training and 99 video segments of depth images

for testing pose estimators. The images consist of various poses that are complex and

challenging to estimate the correct pose. Our model is first used without any filter to

evaluate it on the dataset, and then the anatomical filter is used to correct the hand pose.

Then the whole system is re-evaluated with a grid search to incorporate all possible α

values. To use the filter on the current state-of-the-art A2J model (Xiong et al., 2019)

and V2V-Posenet (Moon et al., 2018), the “frames" subset of the HANDS2017 dataset

is used, which contains 295510 independent hand images that cover a wide variety of

challenging hand poses.

14



2.5 Results and analysis

The focus of this Chapter is on improving the realism of the predicted hand poses. We

designed the following experiments to demonstrate that our proposed method can work

with any pose prediction model.

(a) We study the effect of the filter on the output of various state-of-the-art trackers.
We chose a simple baseline model, the A2J model, and the V2V-Posenet model
as the trackers. We show that the outputs are more realistic when corrected by the
anatomical filter.

(b) We quantify the anatomical error and show how the filter reduces this error with
various configurations.

(c) We study the effect of α on the baseline model using the filter.

(d) We show the best-case and worst-case scenarios of the filter correction.

(e) We test the error of the state-of-the-art models using the filter with various con-
figurations.

2.5.1 Filter function on the state-of-the-art trackers

To understand the filter’s function, Figure 2.4 shows the working of the filter for a single

frame of the dataset. Figure 2.4a shows the A2J model prediction of a simple pose in the

dataset and our filter’s correction of the pose. The figure shows that the thumb is bent in

an anatomically implausible manner, shown in detail (selected by a dotted circle). The

highlighted angle in yellow is known as the anatomical error (shown in Figure 2.4a),

and the anatomical filter corrects this error. The corrected angle is shown in green, and

the process is repeated for all joints. The resulting pose is shown in Figure 2.4a as the

corrected pose. A similar scenario is shown in Figure 2.4b for the V2V-Posenet model.

These discrepancies in the poses disrupt the user experience if used in an immersive

application such as gaming or simulation-based training programs. Our filter corrects

these errors at the minor expense of overall 3D error, resulting in a smoother application

experience.
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(a) A2J

(b) V2V-Posenet

Fig. 4 The type of corrections performed by the anatomical filter. The dotted circles indicate
an anomaly in the joint. In the zoomed graph, the yellow semi-circle denotes the joint which
has an error, and the green semi-circle denotes the corrected joint.

Model

Percentage of poses with

anatomical anomalies

0◦-50◦ 51◦-100◦ >100◦

Baseline model 35.6% 28.1% 36.3%

A2J 23.3% 17.4% 59.3%

V2V 20.8% 19% 60.2%

After Anatomical

filter (Any model)
0% 0% 0%

Table 2 Percentage of poses with anatomical anomalies at the specified ranges, comparing
the baseline model with the state-of-the-art models. The test was performed on a subset of
20000 test images of the HANDS2017 dataset.

Fig. 2.4: The type of corrections performed by the anatomical filter. The dotted circles
indicate an anomaly in the joint. In the zoomed graph, the yellow semi-circle
denotes the joint which has an error, and the green semi-circle denotes the
corrected joint.

16



Table 2.2: Percentage of poses with anatomical anomalies at the specified ranges, com-
paring the baseline model with the state-of-the-art models with no correction
(α = 0). The test was performed on a subset of 20000 test images of the
HANDS2017 dataset.

Model
Percentage of poses with

anatomical anomalies
0◦-50◦ 51◦-100◦ >100◦

Baseline model 35.6% 28.1% 36.3%
A2J 23.3% 17.4% 59.3%
V2V 20.8% 19% 60.2%

After Anatomical
filter (Any model)

0% 0% 0%
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Fig. 5 Graphical visualization of the anatomical errors of two state-of-the-art models, namely
A2J [47] and V2V-Posenet [29] compared to our model using the angle filter attached to the
end of the model for every value of α. The x-axis corresponds to the value of α used for the
filter. The y-axis in Figure 5a corresponds to the model’s anatomical error, which is the mean
joint degree that overshoots or undershoots the anatomical bounds of the corresponding joint
of the hand. In Figure 5b, the y-axis corresponds to the percentage of frames in which the
anatomical error exceeded 100 degrees.

disrupt the user experience if used in an immersive application such as gaming or
simulation-based training programs. Our filter corrects these errors at the minor
expense of overall 3D error, resulting in smoother application experience.

5.2 Anatomical anomaly test

To quantify the direct factor relating to the anatomical structure based realism of
the human hand pose, we derive a quantity that we refer to as the anatomical
error. This error is derived for the three models and shown in Figure 5, which is
the mean joint degree that overshoots or undershoots the anatomical bounds of
the corresponding joint of the hand. The higher the error, the more “unreal” the
given hand pose is according to the hand’s anatomical structure. The error is high
for both the A2J and V2V-Posenet models, which reduces smoothly as α increases.
This reduction is because α directly controls these errors in the filter. Figure 5b
shows the percentage of frames in which the hand pose has an anatomical error
above 100 degrees. The quantified results for these tests are shown in Table 2.
From the graph and table, we infer that our model predicts more realistic poses
with lower anatomical errors with a small trade-off with 3D Joint Position Error.

5.3 Effect of α on our model using the anatomical filter

The mean 3D joint position error is usually computed for 3D hand tracking
models, which is computed by calculating the individual 21 joint distances from
the estimated model to the ground truth pose and deriving the mean of that sum.
The mean is then computed for each video segment. To measure the hand pose’s
error, we introduce a metric known as 3D joint angle error. The 3D joint angle

Fig. 2.5: Graphical visualization of the anatomical errors of two state-of-the-art mod-
els, namely A2J (Xiong et al., 2019) and V2V-Posenet (Moon et al., 2018)
compared to our model using the angle filter attached to the end of the model
for every value of α. The x-axis corresponds to the value of α used for the
filter. The y-axis in Figure 2.5a corresponds to the model’s anatomical error,
which is the mean joint degree that overshoots or undershoots the anatomical
bounds of the corresponding joint of the hand. In Figure 2.5b, the y-axis cor-
responds to the percentage of frames in which the anatomical error exceeded
100 degrees.
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2.5.2 Anatomical anomaly test

To quantify the direct factor relating to the anatomical structure-based realism of the

human hand pose, we derive a quantity that we refer to as the anatomical error and

shown in Equation 2.3. This error is derived for the three models and shown in Fig-

ure 2.5, which is the mean joint degree that overshoots or undershoots the anatomical

bounds of the corresponding joint of the hand. The higher the error, the more “unreal"

the given hand pose is according to the hand’s anatomical structure. The error is high

for both the A2J and V2V-Posenet models, which reduces smoothly as α increases. This

reduction is because α directly controls these errors in the filter. Figure 2.5b shows the

percentage of frames in which the hand pose has an anatomical error above 100 degrees.

The quantified results for these tests are shown in Table 2.2. We infer from the graph

and table that our model predicts more realistic poses with lower anatomical errors with

a small trade-off with 3D Joint Position Error.

Anatomical Error =

θ − θupper if θ > θupper

θlower − θ if θ < θlower

(2.3)

2.5.3 Effect of α on our model using the anatomical filter

The mean 3D joint position error is usually computed for 3D hand tracking models,

which is computed by calculating the individual 21 joint distances from the estimated

model to the ground truth pose and deriving the mean of that sum. The mean is then

computed for each video segment. To measure the hand pose’s error, we introduce a

metric known as 3D joint angle error and is given in equation 2.4.

3D joint angle error =
1

26

26∑
i=1

|θiPredicted − θiActual| (2.4)

The 3D joint angle error is similar to the position error; however, this error mea-

sures the difference between the 26-DoF vector derived from the joint locations as per

Section 2.3.2. Together, these two errors represent the 3D joint pose error. First, the

3D joint position and angle errors of our model are calculated for different α values.

A graphical representation of the results is shown in Figure 2.6. The x-axis is the α
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F ig. 6 Graphical visualizat ion of the results computed for every value of α used in the filter
on our custom model. The x-axis corresponds to the value of α used for the filter. In Figure 6a,
the y-axis corresponds to the mean 3D joint posit ion error of the model, which is the mean
distance of each joint of the est imated pose to the joint of the corresponding ground t ruth
pose. In Figure 6b, the y-axis corresponds to the 3D joint angle error of the model, which is
the mean error between the 27 DoF vector of the est imated pose to the corresponding vector
of the ground t ruth pose. Finally, in Figure 6c, the y-axis corresponds to the deviat ion factor,
which is the value the error (both joint posit ion and angle errors together) deviates from the
point where the filter was not used (unfiltered error).

F ig. 7 Graphical visualizat ion of the results of two state-of-the-art models, namely A2J [47]
and V2V-Posenet [29] using the angle filter at tached to the end of the model for every value of
α . The x-axis corresponds to the value of α used for the filter. The y-axis is the mean 3D joint
posit ion error of the model, which is the mean distance of each joint of the est imated pose to
the corresponding ground t ruth pose. Since the improvement is minor, a zoomed version of
the selected regions is also shown for the respect ive models.

error is similar to the posit ion error; however, this error measures the difference
between the 26-DoF vector derived from the joint locat ions as per Sect ion 3.1.
Together, these two errors represent the 3D joint pose er r or . First , the 3D
joint posit ion and angle errors of our model are calculated for different α values.
A graphical representat ion of the results is shown in Figure 6. The x-axis is the
α set for the filter as per equat ion 2. The y-axis represents a different measure
for each sub-figure in Figure 6. In Figure 6a, the y-axis corresponds to the mean
3D joint posit ion error. In Figure 6b, the y-axis corresponds to the mean degree
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Fig. 2.6: Graphical visualization of the results computed for every value of α used in the
filter on our custom model. The x-axis corresponds to the value of α used for
the filter. In Figure 2.6a, the y-axis corresponds to the mean 3D joint position
error of the model, which is the mean distance of each joint of the estimated
pose to the joint of the corresponding ground truth pose. In Figure 2.6b, the
y-axis corresponds to the 3D joint angle error of the model, which is the mean
error between the 27 DoF vector of the estimated pose to the corresponding
vector of the ground truth pose. Finally, in Figure 2.6c, the y-axis corresponds
to the deviation factor, which is the value the error (both joint position and
angle errors together) deviates from the point where the filter was not used
(unfiltered error).
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Table 2.3: 3D Joint Errors (3DJE) and 3D Angle Errors (3DAE) derived from the
HANDS2017 dataset with all the models.

Model Filter Used
Lowest
3DJE
(mm)

AE at
given α

Lowest
3DAE

(◦)

3DJE
with
α = 1

AE at
α = 1

Ours
Unfiltered 14.97 88 (α = 0) 16.32◦ - 0

Anatomical filter 13.67 61 (α = 0.3) 14.13◦ 17.24 0

A2J
Unfiltered 8.57 125 (α = 0) 9.57◦ - 0

Anatomical filter 8.53 112 (α = 0.08) 9.56◦ 9.62 0

V2V
Unfiltered 9.95 137 (α = 0) 12.2◦ - 0

Anatomical filter 9.94 121 (α = 0.075) 12.18◦ 11.21 0

set for the filter as per equation 2.2. The y-axis represents a different measure for each

sub-figure in Figure 2.6. In Figure 2.6a, the y-axis corresponds to the mean 3D joint

position error. In Figure 2.6b, the y-axis corresponds to the mean degree error of the

model. Finally, in Figure 2.6c, the y-axis corresponds to the deviation factor, which

is the value the error deviates from the point where the filter was not used (unfiltered

error). Since there are two error metrics computed, each error’s deviation is computed

separately and then combined using the arithmetic mean. This method is possible since

the deviation factor has no unit. For example, a deviation factor of one means that the

error did not change from the unfiltered model, and the filter is of no use. However,

if the deviation factor is lower than one, then the new model performs better than the

unfiltered model and vice versa if the factor is above one. Figure 2.6c shows that the

deviation factor is lowest at α = 0.3. Hence the model shows the best results when the

filter is set at 30% strength. Beyond that value, the deviation factor steadily increases to

a point beyond one. This decrease is shown quantitatively in Table 2.3, where the error

of the filter is lower than that of the other configurations when α = 0.3.

2.5.4 Best-case and worst-case scenarios

When the filter corrects the hand’s pose based on the hand biomechanics, inevitably,

the hand pose drifts from the original pose. This drift can either make the pose closer

to the ground truth or defer from it. The former is the best-case scenario, while the

latter is the worst-case scenario. The scenarios are shown in Figure 2.7. The yellow
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(a) Best-case (b) Worst-case

Fig. 8 Simple 2D illustration for the best-case and worst-case corrections performed by the
anatomical filter. The blue circles indicate joint locations of a single index finger from the
ground truth. The yellow circles indicate the position of the estimated joints from the hand
tracker.

error of the model. Finally, in Figure 6c, the y-axis corresponds to the deviation
factor, which is the value the error deviates from the point where the filter was not
used (unfiltered error). Since there are two error metrics computed, each error’s
deviation is computed separately and then combined using the arithmetic mean.
This method is possible since the deviation factor has no unit. For example, a
deviation factor of one means that the error did not change from the unfiltered
model, and the filter is of no use. However, if the deviation factor is lower than one,
then the new model performs better than the unfiltered model and vice versa if the
factor is above one. Figure 6c shows that the deviation factor is lowest at α = 0.3.
Hence the model shows the best results when the filter is set at 30% strength.
Beyond that value, the deviation factor steadily increases to a point beyond one.
This decrease is shown quantitatively in Table 3, where the error of the filter is
lower than that of the other configurations when α = 0.3.

5.4 Best-case and worst-case scenarios

When the filter corrects the hand’s pose based on the hand biomechanics, in-
evitably, the hand pose drifts from the original pose. This drift can either make
the pose closer to the ground truth or defer from it. The former is the best-case
scenario, while the latter is the worst-case scenario. The scenarios are shown in
Figure 8. The yellow dots correspond to the predicted joints’ position, and the
blue dots correspond to the ground truth joints’ position. The yellow dots must
be as close to the corresponding blue dots as possible, ideally overlapping them.
The first case is the positive scenario where one joint error occurred in the pose.
When the anatomical filter corrected this pose, the error was reduced. The second
case is the non-ideal scenario where the error resides in the bottom joint. When
this error is corrected, the secondary joints above the corrected joint all shift their
positions, hence drifting from the ground truth. The final correction shifts the
distance even more, hence, increasing the total error. This shift results in a hand
pose that conforms to the rules. However, the overall pose is now further from the
ground truth.

Fig. 2.7: Simple 2D illustration for the best-case and worst-case corrections performed
by the anatomical filter. The blue circles indicate the joint locations of a single
index finger from the ground truth. The yellow circles indicate the position of
the estimated joints from the hand tracker.

dots correspond to the predicted joints’ position, and the blue dots correspond to the

ground truth joints’ position. The yellow dots must be as close to the corresponding

blue dots as possible, ideally overlapping them. The first case is the positive scenario

where one joint error occurred in the pose. When the anatomical filter corrected this

pose, the error was reduced. The second case is the non-ideal scenario where the error

resides in the bottom joint. When this error is corrected, the secondary joints above the

corrected joint all shift their positions, hence drifting from the ground truth. The final

correction shifts the distance even more, increasing the total error. This shift results in a

hand pose that conforms to the rules. However, the overall pose after correction is now

further from the ground truth than the uncorrected poses.

2.5.5 Effect of α on state-of-the-art models using the anatomical

filter

In order to study the effect of the filter on the overall 3D joint position error, the filter

was tested on the current state-of-the-art A2J model (Xiong et al., 2019) and V2V-

Posenet (Moon et al., 2018) using the “frames" subset of the HANDS2017 dataset.

Figure 2.8 shows the results of the test using various configurations of the angle filter

described in equation 2.2. The position errors at α = 0 are the reported errors of
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Fig. 2.8: Graphical visualization of the results of two state-of-the-art models, namely
A2J (Xiong et al., 2019) and V2V-Posenet (Moon et al., 2018) using the an-
gle filter attached to the end of the model for every value of α. The x-axis
corresponds to the value of α used for the filter. The y-axis is the mean 3D
joint position error of the model, which is the mean distance of each joint of
the estimated pose to the corresponding ground truth pose. Since the improve-
ment is minor, a zoomed version of the selected regions is also shown for the
respective models.
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8.570 mm and 9.95 mm, respectively, as reported by Xiong et al. (2019) and Moon

et al. (2018). When increasing the filter’s strength, the error slightly reduces (8.530

mm and 9.94 mm) and then increases monotonically beyond that value. To visualize

the minor changes that occur when α ranges from 0 to 0.4, a smaller test was also

performed with alpha ranging from 0 to 0.4 with a step size of 0.02. This test is done

for both the A2J model and the V2V-Posenet model, and the individual graphs are also

shown in Figure 2.8. From the figure, we derive that at α = 0.08, the filter improves

the A2J model and α = 0.075 for V2V Posenet since the error reduces at the filter

strength, seen from both the main graph and the zoomed graphs. The 3D joint error at

α = 0.1 is 17.24 for the baseline model and 9.62 for the A2J model with α = 0.08 and

11.21 for the V2V Posenet model with α = 0.075. This shows that the simple baseline

model has comparable performance to the state-of-the-art models in terms of anatomical

correctness, and using the filter in the model improves the overall performance of the

model significantly.

2.6 Summary, limitations and future work

This chapter proposed the anatomical filter, which functions on the human hand’s biome-

chanical principles. The filter is modular and can be easily plugged into existing hand

trackers with little or no modifications. The results showed that the filter does improve

the current state-of-the-art trackers when α = 0.1, and it was also shown that the state-

of-the-art trackers have high errors in terms of anatomical rules and bounds.

The filter’s computational requirements are high since the angles and bounds are

calculated and compared for each joint in the hand. This process increases the time

taken to estimate output for each input frame and runs at lower speeds when running

real-time tracking. Our future work is to optimize the filter to compute angles and

bounds in fewer functions and reduce the time taken to estimate the filtered pose. Op-

timized methods such as inverse kinematics-based modeling done by Aristidou (2018)

can effectively correct the joints in real-time. Future works also include utilizing the law

of mobility as per works of Manivannan et al. (2009), which states that the two-point

discrimination improves from proximal to distal body parts. Hence, the filter’s strength
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can be changed from the hand’s proximal parts towards the hands’ distal part. Other

future works include enhanced optimizations such as implementing the filter function

into the model architecture instead of attaching the filter at the end of the model. The

baseline model used in this chapter highlights the importance of using anatomical rules

during training and can improve the model’s accuracy, not only in anatomical correct-

ness but also in pose error. Using the filter inside the model may also reduce training

and testing time and reduce excessive computations.
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CHAPTER 3

INTEGRATION OF ANATOMICAL FILTER TO A

CNN - SINGLE SHOT CORRECTIVE CNN

3.1 Introduction

Hand pose estimation in 3D is the task in which the input is a 3D (or 2D) image of the

hand, and the output is the predicted pose of the hand in 3D space. It is used in many

fields such as human-computer interactions (Naik et al., 2006; Yeo et al., 2015; Lyuba-

nenko et al., 2017), gesture recognition (Fang et al., 2007), Virtual Reality (VR), and

Augmented Reality (AR) (Lee et al., 2019; Ferche et al., 2016; Cameron et al., 2011;

Lee et al., 2015). With the advent of deep learning in computer vision, commercial

systems such as Oculus™ and LeapMotion™ are shifting from marker-based tracking

methods to purely vision-based hand tracking. The shift obliviates the need to wear

cumbersome equipment, which affects the user experience. However, marker-less pose

estimation is a challenging task as there are several factors such as the complexity of

the hand poses, background noise, and occlusions.

A key problem overlooked by several state-of-the-art models is the realism of the

output hand pose. Current state-of-the-art models focus on the accuracy as per the

closeness to the ground truth pose of the model rather than the overall anatomical cor-

rectness of the model and report low errors in benchmark tests such as the ICVL (Tang

et al., 2016), NYU (Tompson et al., 2014), MSRA (Sun et al., 2015), BigHand2.2M

(Yuan et al., 2017) and HANDS2017 (Yuan et al., 2017). It is possible to train a model

to match almost all hand joints when tested; however, when the error is caused by a fin-

ger bent in the opposite direction (as shown in Figure 3.1), it can have a negative effect

on the user experience. The error can also negatively affect the human system, leading

to false information and mismatch in the motor cortex and the visual system (Pelphrey

et al., 2005).



Fig. 3.1: Example of an anatomically incorrect pose. Although most of the joints match
the original pose, since two joints are in abnormal angles, the whole pose is
considered implausible.

Hence, in this Chapter, we focus on improving the realism of the predicted hand

pose and the validity of the dataset. The main metric used for comparison in this Chapter

is the anatomical error of the hand pose, which is computed by using the joint angles

measured for each joint in the hand pose after prediction. These joint angles were

compared with the true biomechanical bounds of the hand (discussed in Section 2.3.2).

The absolute error between the true bound and predicted joint angle was then calculated

for every joint and added together. This value is denoted as the anatomical error, and

its unit is in degrees. The mean anatomical error of the joints was also reported, and

this process was repeated for every hand pose prediction. During the experiments, we

observe that the ground truth of the dataset itself contains many anatomical errors in

many instances. We address this issue by proposing a new corrected ground truth that

conforms to the anatomical bounds of a true human hand.

Earlier approaches to incorporate anatomical information usually take the form of a

hand pose filter applied post-facto after the prediction of the pose to correct for anatom-

ical errors (Aristidou, 2018; Chen Chen et al., 2013; Tompson et al., 2014). Post-

processing often leads to significant computational overhead. We present a novel ap-
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proach that we call the Single Shot Corrective CNN (SSC-CNN) that provides a highly

accurate hand pose estimation with no anatomical errors by applying corrective func-

tions in the forward pass of the neural network using three separate networks. The

term “Single Shot” implies that the model will process the hand-pose and ensure the

anatomical correctness in a single forward pass of the network. This ensures that the

initial prediction from the network is free of anatomical errors and prevents the need for

any correction using a post-processing function.

3.2 Related Works

This section discusses hand pose estimation methods that use deep learning algorithms

and hand pose estimators with biomechanics-related features such as anatomical bounds.

3.2.1 Pose Estimation with Deep Learning

Hand pose estimation using deep learning algorithms can be classified into discrimi-

native and model-based methods. The former category directly regresses the joint lo-

cations of the hand using deep networks such as CNNs (Chen et al., 2019; Cai et al.,

2019; Simon et al., 2017; Xiong et al., 2019; Poier et al., 2019; Rad et al., 2018; Moon

et al., 2018; Guo et al., 2017; Ge et al., 2017; Malik et al., 2018a). The latter category

abstracts a model of the human hand and fits the model with minimum error (such as

the mean distance between ground truth and predicted hand pose joints) on the input

data (Malik et al., 2018b; Vollmer et al., 1999; Ge et al., 2018b; Oberweger and Lep-

etit, 2017; Taylor et al., 2016). Directly regressing the joint locations achieves high

accuracy poses but suffers from issues such as the hand’s structural properties. Works

done by Li and Lee (2019) and Xiong et al. (2019) used cost functions taking only

the joint locations of the hands into account and no structural properties of the hand.

Moon et al. (2018) proposed the V2V Posenet, which converts the 2D depth image into

a 3D voxelized grid and then predicts the joint positions of the hand. The cost function

of the V2V algorithm used the joint locations alone for training and did not consider

biomechanical constraints such as the joint angles.
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3.2.2 Pose Estimation with Biomechanical Constraints

Biomechanical constraints are well studied in earlier works to enable anatomically cor-

rect hand poses using structural limits of the hands (Wan et al., 2019; Dibra et al.,

2017; Tompson et al., 2014; Melax et al., 2013; Sridhar et al., 2013; Xu and Cheng,

2013; Cobos et al., 2008; Ryf and Weymann, 1995; Aristidou, 2018; Spurr et al., 2020;

Chen Chen et al., 2013; Poier et al., 2015). Some works, such as those done by Cai

et al. (2019) used refinement models to adjust the poses with limits and rules. How-

ever, most of these works (Aristidou, 2018; Chen Chen et al., 2013; Cobos et al., 2008;

Melax et al., 2013; Ryf and Weymann, 1995; Sridhar et al., 2013; Tompson et al., 2014;

Xu and Cheng, 2013; Li et al., 2021) apply the rules and bounds after estimating the

pose of the hand using post-processing methods such as inverse kinematics and bound

penalization. Recent works used biomechanical constraints for hand pose estimation

using 2D images in the neural network’s cost function to penalize the joints. Malik

et al. (2018b) incorporated structural properties of the hand such as the finger lengths

and inter-finger joint distances to provide an accurate estimation of the hand pose. The

drawback of this method is that the joints’ angles are not considered for estimating the

pose. Hence the resulting hand pose can still output a pose in which the joint angles

can exceed the human joint bounds. Works such as those by Zhou et al. (2017); Sun

et al. (2017) successfully implemented bone length-based constraints on human pose

estimation but only on the whole body and not for the intricate parts of the hand such

as finger length constraints. The model designed by Spurr et al. (2020) achieved better

accuracy when tested on 2D datasets; however, the model was weakly supervised, and

bound constraints were soft. Hence there are poses where the joint angles exceed the

anatomical bounds. Li et al. (2021) used a model-based iterative approach by first ap-

plying the PoseNet (Choi et al., 2020) and then computing the motion parameters. The

drawback of this approach is that it depends on the PoseNet for recovering the primary

joint positions and fails to operate if PoseNet fails to predict the pose. Moreover, the

resulting search space of the earlier networks still includes implausible hand poses as

these models only rely on the training dataset to learn the kinematic rules. We encoded

the biomechanical rules as a closed-form expression that does not require any form

of training. SSC-CNN’s search space is hence much smaller than the aforementioned

28



Resnet

11 x 11 x 1024
4 x 4 x 1024

Conv2D + 
MaxPooling

Flatten

1024

512

Dense

PalmPoseNet

AngleNet

LengthNet

256

256

256

18

Concatenate

53

1 x 1 x 1024

Conv2D + 
MaxPooling

256

256

256

20

15
256

256

256

Assembly
Joint 

locations

Fig. 3.2: Framework Architecture of the SSC-CNN. The proposed architecture uses
part of the Resnet50 model for feature extraction. The features then pass
through two sets of convolutional layers and max-pooling layers and then flat-
ten to a common dense layer. This layer is then fed as input to three sub-nets:
(1) The PalmPoseNet, which outputs an 18-dimensional vector corresponding
to the 3D positions of the palm joints (root joint, MCPs and CMC), (2) the
AngleNet, which outputs a 20-dimensional vector corresponding to the joint
angles of the hand and (3) the LengthNet which outputs an 18-dimensional
vector corresponding to the length of each finger segment of the hand. The
features are then concatenated and sent as input to the assembly, which then
provides the joint locations as output.

models. In our approach, the hand joint locations and their respective angles are pre-

dicted, and the bounds were implicitly applied to the model such that the joint angle

always lies between them. Also, as pointed out in Section 3.5, many datasets them-

selves are not free from anatomical errors due to errors during annotation, and hence

learning kinematic structures based on the dataset alone might lead to absorbing those

errors into our model. To the best of our knowledge, our work is the first to propose

incorporating anatomical constraints implicitly into the neural architecture.

3.3 Proposed Framework

In this chapter, we present a framework that provides hand poses that conform to the

hand’s biomechanical rules and bounds as explained in section 2.3.2. This goal is

achieved by applying the rules implicitly to the forward pass of the neural network.

The code for this model is publicly available1 and the overall architecture is shown in

Figure 3.2.

1https://github.com/RBC-DSAI-IITM/SSCCNN
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3.3.1 SSC-CNN Architecture

The Resnet50 model (He et al., 2016) is used as a backbone for the SSC-CNN (archi-

tecture shown in Figure 3.2). The layers up to “conv4_block6_out” are used (after 6

block computations of the Resnet50), and the weights were transferred from the model

trained on the ImageNet dataset (Deng et al., 2009). Using the transferred weights

achieved better results as compared to random initialization of all the weights in the

Resnet layers. An input image of size 176 × 176 × 3 is provided to the pre-trained

Resnet50 model. The output of this layer is then fed to a convolutional layer (1024 fil-

ters of size 3 × 3 with ReLU activation) and then a max-pooling layer (2 × 2). The size

of the features at this time is 4 × 4 × 1024, which is sent through another convolutional

layer and max-pooling with the same configuration as before and then flattened to a

1024-dimensional vector. The compressed set of features is passed to a single dense

layer of size 512 using ReLU activation, which is called the common dense layer. This

is then sent to three individual networks for regressing the hand’s various characteris-

tics, which then predicts the pose of the hand using an assembler. The three individual

networks are called: (1) PalmPoseNet, (2) AngleNet, and (3) LengthNet.

PalmPoseNet

The PalmPoseNet predicts the joint locations of the root joint, the CMC joint of the

thumb, and 4 MCP joints (the thumb MCP is excluded as the root joint is the CMC

joint). These joints do not have any strong biomechanical bounds and are dependent

on the user’s palm-size and structure. Hence to make the model robust, these points

are directly regressed by the PalmPoseNet. The 512 features from the common dense

layer are taken as input to three dense layers, which have 256 nodes, each using the

sigmoid activation function. The features then pass to a final dense layer with 18 nodes

which also uses a sigmoid activation function, and these 18 points correspond to the 3D

location of the six joints.
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AngleNet

The AngleNet provides the angle of each joint of the fingers. As there are five fingers,

including the thumb, and each finger has four angles associated with it (as explained in

Section 2.3.2), there are a total of 20 angles that are regressed by the AngleNet. The 512

features from the common dense layer are taken as input to three dense layers, which

have 256 nodes, each using the sigmoid activation function. The features then pass to

a final dense layer with 20 nodes that uses a sigmoid activation function. These 20

features are then used in the composition of the hand pose as described in Section 3.3.2.

LengthNet

The LengthNet provides the length of the individual segments of the fingers of the hand,

such as the length of the part between the thumb CMC to the thumb MCP and the thumb

MCP to thumb IP. The 512 features from the common dense layer are taken as input to

three dense layers, which have 256 nodes, each using the sigmoid activation function.

The features then pass to a dense layer with 15 nodes that uses a sigmoid activation

function. These 15 features are relative values to calculate the segments’ lengths which

are then used in the composition of the hand pose as described in Section 3.3.2.

3.3.2 Assembly of the Pose

The assembly is a non-trainable portion of the architecture responsible for constructing

the resulting hand pose based on the values from the previous individual networks. A

sample process flow of the assembly for one finger (the thumb) is shown in Figure 3.3,

and this process repeats for each finger.

The first step is to take the 3D positions from the PalmPoseNet and use these points

as the reference for the fingers. Taking the thumb as an example sequence, the next step

is to use the root joint and the CMC joint as line points and extrapolate the line beyond

the CMC joint for placing the thumb joints as shown in Figure 3.3a. The length of each

segment between the joints is taken from the LengthNet.

The LengthNet output vector is from a sigmoid function and ranges from 0 to 1.

These values are multiplied with a hyper-parameter (γ) which is the longest possible
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(a) Initialization step of the assembling
process.
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(c) Rotation of next two joint with final rotation using the axis of
rotation as shown.

Figure 3: Overall sample process of the assembly to cre-
ate a thumb of the hand pose. The initialization step shown
in Figure 3a uses the 3D positions of the joints directly re-
gressed from the PalmPoseNet and then uses the root joint
with the CMC joint to extrapolate a 3D line. The three joints
are then placed on this line, and the length of each segment
between the joints is taken from the LengthNet. The tip
joint is first rotated using the axis, which passes the adja-
cent joint and is parallel to the plane creates by the root
joint, CMC joint, and the index MCP joint. The second and
third joints rotate similar to the previous joint as shown in
Figure 3b using their axes of rotation. The last rotation uses
an axis perpendicular to the line that passes the CMC and
the current third joint position.

[46], we set � = 80 mm. Using a sigmoid-based output for
the individual lengths provides finer control for the model
during training.

After extrapolating the thumb joints, the next step is to
rotate the joints to their corresponding angles, as shown in
Figure 3b. The values from the AngleNet are used for set-
ting the angles of rotation. These values also range from 0
to 1 as the sigmoid activation function is used. Each value
is then multiplied according to the biomechanical range of
the joint. This ensures that the range of the angle does not

overshoot or undershoot the range of the joint and is shown
in equation 1.

✓i = (ai ⇤ (✓i
Upper � ✓i

Lower)) + ✓i
Lower (1)

where ✓i is the i-th joint angle, a is a vector from the An-
gleNet, ✓i

Lower is the lower bound of ✓i and ✓i
Upper is the up-

per bound of ✓i. For example, the thumb IP ranges from
�30� (considering extension as negative) to 80� (flexion as
positive) and if ai = 0.2 then ✓i = (0.2 ⇤ (80 � (�30)) +

(�30) = �8. This value lies in the range [�30, 80].

To rotate the joint by an angle, a reference plane is re-
quired. The root joint is always used as one point of the ref-
erence plane, while two adjacent MCP joints will be used
for each finger. The plane used for the thumb rotation is
formed by the root joint, CMC joint, and the index MCP
joint. Similarly, for the index finger, the index MCP and
the middle MCP is used. For the last finger, i.e., the pinky,
the pinky MCP and the ring MCP are used, and the rotation
signs are inverted.

The finger’s tip is the first joint to be rotated, as shown
in Figure 3b. To rotate the joint, an axis of rotation must be
calculated. This axis is created using a vector from the ad-
jacent joint, which lies on the reference plane and is perpen-
dicular to the line from the first joint to the adjacent joint.
After the first joint rotation, the next joint in the chain is
rotated using an axis vector constructed in a similar fashion
to the first joint and originating from the next adjacent joint.
The second joint rotation is also applied on the first joint us-
ing the same axis of rotation. The chain then continues for
the third joint using the axis originating from the next ad-
jacent joint in the line where the first and second joint also
rotate. After the three rotations are performed, the last rota-
tion takes place with an axis originating from the last joint
(CMC in case of thumb and MCP for other fingers) and is
projected perpendicular to the line from the current joint to
the previous joint. The three joints are then rotated around
this axis as shown in Figure 3c. This whole process is re-
peated for each finger, resulting in the overall pose of the
hand.

5

Legends

- Thumb joints

- Palm joints

Fig. 3.3: Overall sample process of the assembly to create a thumb of the hand pose.
The initialization step shown in Figure 3.3a uses the 3D positions of the joints
directly regressed from the PalmPoseNet and then uses the root joint with
the CMC joint to extrapolate a 3D line. The three joints are then placed on
this line, and the length of each segment between the joints is taken from
the LengthNet. The tip joint is first rotated using the axis, which passes the
adjacent joint and is parallel to the plane created by the root joint, CMC joint,
and the index MCP joint. The second and third joints rotate similar to the
previous joint, as shown in Figure 3.3b using their axes of rotation. The last
rotation uses an axis perpendicular to the line that passes the CMC and the
current third joint position.
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length of a finger segment. Works done by Sunil (2004) and chan Jee and Yun (2016)

include studies where the individual parts of the hand are measured. Using this data, we

set γ = 80 mm which is the maximum length of an average finger segment as per these

studies. Using a sigmoid-based output for the individual lengths provides finer control

for the model during training.

After extrapolating the thumb joints, the next step is to rotate the joints to their

corresponding angles, as shown in Figure 3.3b. The values from AngleNet are used

for setting the angles of rotation. These values also range from 0 to 1 as the sigmoid

activation function is used. Each value is then multiplied according to the biomechan-

ical range of the joint. This ensures that the range of the angle does not overshoot or

undershoot the range of the joint and is given in equation 3.1.

θi = (Ai ∗ (θiUpper − θiLower)) + θiLower (3.1)

where θi is the i-th joint angle, A is a vector from the AngleNet, θiLower is the lower

bound of θi and θiUpper is the upper bound of θi. For example, the thumb IP ranges from

−30◦ (considering extension as negative) to 80◦ (flexion as positive) and if Ai = 0.2

then θi = (0.2 ∗ (80− (−30)) + (−30) = −8. This value lies in the range [−30, 80].

To rotate the joint by an angle, a reference plane is required. The root joint is always

used as one point of the reference plane, while two adjacent MCP joints will be used as

the other two points for each finger. The plane used for the thumb rotation is formed by

the root joint, CMC joint, and the index MCP joint. Similarly, for the index finger, the

index MCP and the middle MCP is used. For the last finger, i.e., the pinky, the pinky

MCP and the ring MCP are used, and the rotation signs are inverted.

The finger’s tip is the first joint to be rotated, as shown in Figure 3.3b. To rotate the

joint, an axis of rotation must be calculated. This axis is created using a vector from the

adjacent joint, which lies on the reference plane and is perpendicular to the line from

the first joint to the adjacent joint. After the first joint rotation, the next joint in the

chain is rotated using an axis vector constructed in a similar fashion to the first joint

and originating from the next adjacent joint. The second joint rotation is also applied

to the first joint using the same axis of rotation. The chain then continues for the third

joint using the axis originating from the next adjacent joint in the line where the first
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and second joint also rotates. After the three rotations are performed, the last rotation

takes place with an axis originating from the last joint (CMC in the case of the thumb

and MCP for other fingers) and is projected perpendicular to the line from the current

joint to the previous joint. The three joints are then rotated around this axis as shown in

Figure 3.3c. This whole process is repeated for each finger, resulting in the overall pose

of the hand.

3.3.3 Loss Function of SSC-CNN

As the assembly module is non-trainable, the loss function is calculated using the 53-

dimensional vector after the concatenation phase. The assembly process is invert-

ible, and hence the joint locations of the ground truth are converted to the target 53-

dimensional vector, and the loss function is calculated and given in equation 3.2.

L =
1

6

6∑
i=1

∥∥∥P̂i − PGTi

∥∥∥2

+
1

15

15∑
i=1

∣∣∣L̂i − LGTi

∣∣∣+ 1

20

20∑
i=1

∣∣∣Âi − AGTi

∣∣∣ (3.2)

where P̂ is the predicted vector of joint locations from the PalmPoseNet, L̂ is the pre-

dicted vector of lengths derived from the LengthNet, and Â is the predicted vector of

angles derived from the AngleNet. PGT, LGT, AGT are the ground truth vectors which

are derived by using the reverse assembly process. The loss L consists of three parts,

(1) the mean Euclidean distance between the ground truth and predicted PalmPoseNet

joint locations, (2) the mean absolute difference between the ground truth and predicted

lengths, and (3) the mean absolute difference between the ground truth and predicted

angles. Hence the gradients are computed on the pre-final output that comes before the

assembly phase and not on the assembled pose (joint locations) of the hand.

3.3.4 Dataset used

The proposed framework was tested on two popular datasets, namely the MSRA (Sun

et al., 2015) and HANDS2017 (Yuan et al., 2017) datasets. These datasets were used

as they use the true joint locations such as the MCP joint and CMC joint locations
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compared to the edge centers used by the NYU (Tompson et al., 2014) dataset. The

MSRA dataset comprises about 70000 images, and HANDS2017 has more than 900000

train images and 250000 test images. The SSC-CNN was trained on these dataset’s

training sets and tested their respective test sets using the same architecture. During

training, no anatomical corrections were made on the datasets’ ground truth to maintain

consistency with other state-of-the-art models during comparison.

3.4 Experiments Performed

As this framework focuses primarily on the anatomical correctness of the pose instead

of the supposed accuracy as reported by other papers, we performed comparative tests

of anatomical correctness on other state-of-the-art models and datasets along with the

accuracy metrics.

3.4.1 Error of model after external correction

To study the change in the accuracy of the model when correcting the anatomical error

of the model, a corrector module was designed based on our earlier work (Isaac et al.,

2021) so that it can take the hand poses of the current state-of-the-art models as input

and correct the anatomical errors of the model. This module is plugged into each test

model and used to correct the anatomical error, and the construction along with the

details are explained in Section 2.3.1.

3.4.2 Ground truth validation

To validate the anatomical correctness of the ground truth, the anatomical error of the

ground truth labels is calculated, and the ground truth is also compared with itself after

external correction using the corrector module described in Section 2.3.1.
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Table 3.1: 3D Joint Errors (3DJE) and Anatomical Errors (AE) derived from 40000
images from the HANDS2017 dataset with all the models. The first column
contains the name of the model, the second column has the errors of the
model with no external correction, the third column has the Anatomical Error
(AE) of the model without correction and the fourth column has the errors of
the model after correction.

Model
3DJE with

no correction
(mm)

AE with no
correction

(◦)

3DJE with
correction

(mm)

SSC-CNN (Ours) 9.48 0 9.48
A2J Xiong et al. (2019) 8.65 125 9.73

V2V Posenet Moon et al. (2018) 10.42 135 11.27

Ground truth 0 131 2.38

Table 3.2: 3D Joint Errors (3DJE) and Anatomical Errors (AE) derived from 20000 im-
ages from the MSRA dataset with all the models. The first column contains
the name of the model, the second column has the errors of the model with
no external correction, the third column has the Anatomical Error (AE) of the
model without correction, the fourth column has the errors of the model after
correction and the last column has the errors of the model when compared to
a correction version of the ground truth.

Model
3DJE with

no correction
(mm)

AE with no
correction

(◦)

3DJE with
correction

(mm)

3DJE with correction
compared to corrected

ground truth
(mm)

SSC-CNN (Ours) 11.42 0 11.42 11.32

SHPR Net Chen et al. (2018) 7.86 98 8.56 7.92
3DCNN Ge et al. (2017) 9.48 85 10.05 9.55

DenseReg Wan et al. (2018) 7.73 107 8.37 7.80
HandPointNet Ge et al. (2018a) 8.31 100 9.14 8.55
V2V Posenet Moon et al. (2018) 7.59 118 15.37 14.84

CrossInfoNet Du et al. (2019) 7.96 103 8.41 7.75
Point-to-Point Ge et al. (2018b) 7.71 95 8.51 7.91
REN 9x6x6 Wang et al. (2018) 9.79 91 10.20 9.66
Pose REN Chen et al. (2020) 8.65 96 9.19 8.59

Ground truth 0 116 1.89 0
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SSC-CNN

(a)

SSC-CNN

(b)

SSC-CNN

(c)

Fig. 3.4: Comparison of the anatomical errors and the 3D joint errors of various state-
of-the-art models along with our proposed model using the MSRA hand
dataset. The ground truth is also shown for comparison as it has high anatomi-
cal errors. The error can be due to the noises during the recording of the labels.
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SSC-CNN

(a)

SSC-CNN

(b)

SSC-CNN

(c)

Fig. 3.5: Comparison of the anatomical errors and the 3D joint errors of various state-
of-the-art models along with our proposed model using the HANDS hand
dataset. The ground truth is also shown for comparison as it has high anatom-
ical errors. This can be due to the noises during the recording of the labels.
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Fig. 3.6: Qualitative comparison between the pose from the MSRA dataset using (a)
SSC-CNN and (b) the same pose from Wang et al. (2018). The circle shows
the part which is anatomically wrong in (b) while its correctly shown in (a).

3.5 Experiment Results and Discussion

Figure 3.4 and Figure 3.5 shows the comparison of the models using the MSRA hand

gesture (Sun et al., 2015) and HANDS2017 (Yuan et al., 2017) datasets respectively.

A qualitative comparison is shown in Figure 3.6 between a pose from SSC-CNN and

another state-of-the-art model. For the first graph of the two sets (Figure 3.4a and

Figure 3.5a), the x-axis shows the maximum allowed mean anatomical error (calculated

as mean per joint per hand), and the y-axis denotes the percentage of frames of the

dataset, which is up to the specified mean anatomical error. For context, the steeper

the curve is in the graph, the better the model in terms of anatomical correctness. Our

model has no anatomical errors and hence the steepest line in both datasets. The second

part of the set (Figure 3.4b and Figure 3.5b) shows the total anatomical error (calculated

as mean per hand and not per joint to show the difference) of the model per hand frame

using the correction module set at each value of α at steps of 0.1. The third graph

(Figure 3.4c and Figure 3.5c) represents the 3D joint error which is the mean Euclidean

distance from the predicted joint to the ground truth joint. The ground truth used in the

test is not anatomically corrected and is the original ground truth. The lowermost line

seen in both graphs is the dataset’s ground truth compared with itself after anatomical
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Fig. 3.7: Illustration to show the error in the true position of the hand when measuring
using a sensor placed on top of the finger. There is a small gap since the sensor
placement is superficial, and the true position of joints that lie inside the hand
will have large errors.

correction. As seen in the graphs, the ground truth itself has high anatomical errors, and

a likely cause of this anatomical discrepancy is the method used in creating the datasets.

As shown in the works of Oberweger et al. (2016), the ground-truth curated in the

HANDS and MSRA datasets are not exact representations of the real hand poses. The

MSRA dataset uses a combination of the author’s hand pose estimator as a reference

with manual editing, which is tedious and prone to human errors, as seen in Table 3.3.

The HANDS2017 dataset was recorded using the Ascension Trakstar™ 2 which is re-

ported to have an accuracy of ±1.4 mm and is attached on top of the finger during

recording. As shown in Figure 3.7, if the sensor is placed on top of the finger during the

recording of poses, the joint’s actual position will be at an offset from the recorded po-

sition of the hand. Hence the ground truth may not always be the actual position of the

hand for many frames. With anatomically incorrect models, the error to the ground truth

(non-corrected) can tend to 0. However, our algorithm emphasizes anatomic correct-

ness over the closeness to the ground truth. Hence this resulted in a relatively higher

3D joint error of 9.48 mm using the HANDS2017 dataset and 11.42 mm using the

MSRA dataset as compared to the state-of-the-art models. However, our model shows

comparable results when using the correction module as these models have very high

anatomical errors, and correcting these errors increases the 3D joint location error. To

help the community for future hand tracking related works, we also provide our cor-

2https://tracklab.com.au/products/brands/ndi/ascension-trakstar/, Accessed January 2022
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Table 3.3: Anatomical Errors (AE) of the HANDS2017 dataset and MSRA dataset
ground truth and the 3DJE of the corrected ground truth to the non-corrected
version.

Dataset
AE with

no correction
(◦)

AE with
correction

(◦)

3DJE after
correction

(mm)
HANDS2017 131 0 2.38

MSRA 116 0 1.89

rector module publicly available to correct the ground truth of the HANDS2017 and

MSRA datasets to create an Anatomical Error-Free (AEF) version of those datasets.

To study the effect of the sub-networks, ablation studies were performed by remov-

ing the subnetworks and regressing all the joints of the hand directly. The resultant hand

poses did not conform to the biomechanical rules and had joints rotated by abnormal

angles as well as abnormally long finger segments at times. This behavior shows that

the subnetworks ensure that the hand pose conforms to the angle bounds and proper

finger lengths.

Table 3.1 and Table 3.2 contain the 3D error of the hand pose estimators before and

after the application of the corrector module. The anatomical error before using the

module is also shown in the tables. As seen in the table, our model predicts poses with

no anatomical errors and has the same 3DJE as these bounds are implicitly coded in the

model’s architecture, and the resulting hand poses always conform to these bounds. In

contrast, other models have large anatomical errors and deviate after correction.

3.6 Conclusion, Limitations and Future Works

We proposed a novel framework called the SSC-CNN for 3D hand pose estimation with

biomechanical constraints. The network has biomechanical rules and bounds encoded

in the architecture level such that the resulting hand poses always lie inside the biome-

chanical bounds and rules of the human hand, and no post-processing is required to

correct the poses. Our framework was compared to several state-of-the-art models with

two datasets. Experiments have shown that the SSC-CNN has comparable results but
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with no anatomical errors, whereas the state-of-the-art models have very high anatomi-

cal errors. The ground truth of the datasets also has anatomical errors, and anatomically

error-free versions were created.

Our framework has a limitation in which the training phase requires data pre-processing

to derive the joint angles as these angles were not available in the datasets used. An-

other limitation is that our hand pose estimator does not consider the velocity of the joint

movements when correcting them. The angular velocity of the joints also has biome-

chanical constraints, and these will be incorporated in future works for the model. Al-

though the model is highly robust for varying palm sizes, extreme cases like estimating

the hand poses of children may result in inaccurate poses as the dataset used for training

does not cover young children’s hands and can be investigated in a future work.

Future works also include using synthetic datasets such as the MANO hands (Romero

et al., 2017) so that the ground truth will be assured of the hands’ true location along

with children’s hand poses. Using these synthetic datasets, we can also compare the

spectrum of poses covered by the currently available datasets and hence cover a broader

spectrum of poses for training. Analyzing the history of the hands’ motion using meth-

ods such as recurrent neural networks (Yoo et al., 2020) instead of processing only

one instance of the hand can avoid erratic motions during self-occlusions and will be

investigated in another study for adding the feature to the SSC-CNN. The history can in-

clude the velocity and acceleration of the joint motions, which also have biomechanical

bounds and further enhance the pose realism during hand motion tracking.
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CHAPTER 4

QUANTIFICATION OF 2D HCI

4.1 Introduction

Although the human hand is a complex system that can perform multiple actions, when

the kinaesthetic actions are scaled in a system, the applications are limitless. This con-

cept of scaling the user’s actions can be explained by the Control-Display (CD) ratio

in a visual-haptic interaction. It is the ratio of the kinaesthetic movement made using

the input device in the real world to the visual movement made by the object or cursor

that the device controls. When the display size is fixed, this ratio will then become the

control movement scale. In this Chapter, the term haptics refers to kinaesthetic sensing

alone, and therefore the utilized haptic devices are used as kinaesthetic input devices,

and the output feedback is using visual display alone. Based on this assumption, kinaes-

thetic input devices can be classified broadly into two categories: scaled and non-scaled

input devices.

Scaled input devices translate the user’s kinaesthetic input into a larger visual output

in the system. The CD ratio in such input devices is generally other than 1:1 (for

example, a computer mouse (Smith et al., 1999)). When the user moves the mouse

(assuming small bursts of constant acceleration), the cursor moves a larger distance on

the screen. Although this is a scaled movement, users find it adjustable, even sometimes

more comfortable than a regular action. This example shows that scaled movement

already exists in current Human-Computer Interaction (HCI).

Non-scaled input devices translate the user’s kinaesthetic input to a similar output

in the system. The CD ratio of this type of input device is 1:1. Examples of this kind of

movement include single-finger gestures performed on touch screens, and smartphones

(Sears and Jacko, 2007). The kinaesthetic movement is not scaled since the distance

moved with the finger is the same as that on the visual screen.



4.1.1 Motivation

From our observations, kinaesthetic movement with a larger control movement scale for

some users is easier and more efficient for them than regular one-to-one visual feedback.

An example is an experienced user of a computer mouse performing the operations

with relative ease. Sometimes they seem to be more accurate in moving to the target

icon. Our motivation is to leverage this fact and verify if higher control movement

scale, in general, can be better than natural kinaesthetic movements (where control

movement scale = 1:1) in tasks that require extended accuracy (such as a telesurgery

where the doctor’s movement of the surgical tools can be scaled and mapped to the

movement of the robot in the patient’s body). Such scaled movements can also help to

increase the effective workspace of haptic devices, such as the OmniPhantom® where

the workspace is restricted to a small region. The well-known Fitts’ Law (Fitts, 1954)

is used to verify this hypothesis.

4.2 Related Work And Literature

There are two related concepts in the literature about the scale effects: control gain and

CD ratio. According to Accot and Zhai (2001), if the display size is kept constant, then

both the concepts will point towards the control movement scale.

Hess (1973) performed one of the earliest experiments related to human perfor-

mance in scaled conditions. His study showed that human performance is an inverted

U-shaped function of control gain or CD ratio, where an optimum value will exist in

the medium range of the function and decreases when away from this range. This was

also confirmed by works of Zhai et al. (1996), Boff and Lincoln (1988), and Boff et al.

(1986). Works of Langolf et al. (1976) also suggested that the human performance is

non-linear when the experiments are performed with different task conditions.

Arnaut and Greenstein (1990) conducted two experiments on a touch tablet and a

trackball in which the display output magnitude, control input magnitude (movement

scale), display target width, Fitts’ Index of difficult and control target width were var-

ied. They showed that increasing the movement scale increased the gross movement

time but decreased the fine adjustment time. For a touch tablet, the total completion
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time was a U-shaped function. However, when using a trackball, they showed that

the greater movement scale increased the total completion time monotonically. Overall

they concluded that gain and Fitts’ Index of difficulty must be combined to be a more

useful predictor.

Jellinek and Card (1990) performed experiments with the computer mouse and an-

alyzed the user performance against the control gain. Their result was also an inverted

U-shaped performance-gain function. However, they argued against it, saying that the

performance loss was due to the loss of relative measurement resolution at high control

gain. This is also called a quantization effect.

Casiez et al. (2008) corrected the quantization effect by using high-resolution dis-

plays to show the output of the system. They performed extensive studies based on the

CD ratio and its effect on user performance. According to them, common operating

systems (OS) use the Pointer acceleration (PA) as the default behavior for the com-

puter mouse. It dynamically manipulates CD gain between the visual display and the

kinaesthetic input device as a function of the velocity of the movement. This means

that the CD gain is high when the velocity of the kinaesthetic device is high and vice

versa. They assumed the fact that when the target (such as an icon) is far away from

the current position, then the cursor must move a large distance in a short time. Con-

versely, when the target is nearby, the movement must slow down to make the finer

adjustments. Constant gain (CG) is the simpler method for manipulating CD gain via

a constant multiplier regardless of device movement characteristics. They encourage to

use of pointer acceleration rather than constant gain as a base technique for comparing

new pointing technique performances. This, however, was contradicted by Arnaut and

Greenstein (1986) where he showed that the control gain in graphics tablets reduces the

performance, and having a gain of 1.0 (no gain) is best for the absolute mode of cursor

control.

In light of the above points, the best parameter is the control movement scale since

the results derived from using the control gain and CD ratio contradict each other in the

literature. In this Chapter, we keep the display size constant so that the parameter in

effect is the control movement scale.
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Fig. 4.1: Experimental setup for the 2D Fitts’s Law based experiment. The left side
figure is the apparatus used for conducting the experiment. It consists of a
Wacom™ Graphics tablet which is connected to a system. The right side
figure is from Raghu Prasad et al. (2013) and is the standard sitting posture
that is maintained for the experiment. It ensures proper comfort during the
experiment.

4.3 Experimental Apparatus And Procedure

4.3.1 Apparatus Set-up

The hypothesis is that kinaesthetic movement with a larger control movement scale

for users is easier and more efficient for them than regular one-to-one visual feedback.

This experiment is to test that hypothesis and verify if higher control movement scale,

in general, can be better than natural kinaesthetic movements with the help of Fitts’

Law. It involves a standard multi-directional tapping task. The input device is a Wa-

com™ Graphics tablet which converts the user’s kinaesthetic movement into a cursor

movement on the screen. (Figure 4.1). The Wacom tablet was selected because of the

availability of settings for scaling the kinaesthetic input movement of the user. The sit-

ting posture of the participant is the same as the standards followed by Raghu Prasad

et al. (2013). The participant is positioned such that their arms gently fall on the table

without much pressure or stress on their wrists, elbows, or shoulders. The screen is

positioned at a constant distance from the eyes of the participants. The feet are on the

ground with a comfortable bend in the knee at around 90 degrees approximately. These

ensure that the participant is in a comfortable position so that no physical attributes

disturb the performance rates derived from the experiment.
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Fig. 4.2: Multi-directional tapping experiment. W is the diameter of the small circles
while D is the diameter of the larger circle made by the small circles.

4.3.2 Participants’ Specifics

Sixteen healthy participants performed this experiment aged between 20 to 48 years,

consisting of eleven male participants and five female participants. All of them were

screened for any difficulty in performing kinaesthetic actions and sensing relative po-

sitions of the body and limbs (proprioception). No participant was known to have any

such difficulty. All of the participants were right-handed. They followed the procedure

as per specifications, and their sitting posture was as shown in Figure 4.1.

4.3.3 Task to Perform

The task described in this Chapter is a modified version of the multi-directional tapping

experiment, which was outlined in the ISO 9241-9 standard (2002). The experiment

composes of a ring of 9 circles, as shown in Figure 4.2. W is the diameter of the

small circles, while D is the diameter of the larger circle made by the small circles.

The goal is to click on the highlighted circle (which will be in red) in the shortest

time possible. After each click, another circle will be highlighted, and this process will

continue. The pattern of clicking will follow a star-shaped manner similar to the original

tapping experiment. Hence the user must traverse the whole range of the outer circle

every time, ensuring the constant D with W. After 9 clicks (completing a full star), the

circles will be arranged with a different D and W. The user will perform this task for 5

different settings of D and W. This concludes a test for a particular scale setting in the
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tablet. This entire test is performed for four different scale settings (1:2, 1:2.4, 1:3.3,

and 1:4.9) of the tablet. This constitutes a full experiment on one participant.

4.3.4 Variables Measured

Following the conventions of the original Fitts’ Law (Fitts, 1954), the index of difficulty

(Id) is defined as

Id = − log2
Ws

2A
bits/response (4.1)

where A is the average amplitude of the particular class of movements and Ws is the

tolerance range (or target width) in inches. The use of 2A rather than A ensures that the

Index will be greater than zero for all practical situations.

Another parameter is the binary Index of performance (Ip), which expresses the

results as a performance rate. In the original version, Fitts declared that for a task in

which A and Ws are fixed for a series of movements, Ip(original) is defined as

Ip(original) = −1

t
log2

Ws

2A
bits/s (4.2)

where t is the average time in seconds per movement. Many modifications to the orig-

inal Fitts’ law are found in the literature to obtain better regression fits for the model.

One of the well-known amendments is by MacKenzie (1992) in which he modified

the Id as explained in equation 4.3. The modified Index is denoted as I ′d for clarity in

this Chapter which is always positive and provides a better fit with observations. This

new Index is in the model used in equation 4.4, which is developed in analogy with

Shannon’s information theory (Shannon, 1948).

I ′d = log2 (
2A

Ws

+ 1) (4.3)

t = a+ bI ′d (4.4)

Ip = 1/b (4.5)

48



Fig. 4.3: Illustration for effective width. In this image, the two boxes are targets for
testing purposes. The dots that are inside the boxes represent the end-points
made by the user during the experiment. The left side image shows the actual
width, while the right side image shows the effective width We of the test. This
can only be measured after the full test is performed and cannot be measured
during the test. Image from Jude et al. (2016)

Where t the is movement time (MT ) in seconds, and I ′d is in bits. The reciprocal of b

is the Index of performance (Ip), and its unit is bits per second. The intercept a is not

of importance in this context. Ip is found to carry the informational aspect of system

performance and is also termed as throughput (Zhai, 2004). It is a measure of human

performance, and this modified version is used as an indicator of hand-eye coordination

in this study.

From the experiment performed as per Section 4.3.3, the following values are cal-

culated :

Movement Time (MT ):

When a circle gets highlighted, the time it takes for the participant to look at the target

and then click on it gets recorded. The average duration for a participant for each

effective Index of difficulty is noted. This duration is the MT and is noted in seconds.

Effective Index of Difficulty Per Test (IDe):

Jude et al. (2016) compared different methods of reporting and visualizing Fitts’ regres-

sions. They have shown that the visualization is clearer when the regression is based on

means per user and IDe which is the Effective Index of difficulty. It is a modification of

the regular Index, which uses the effective width We (Figure 4.3) rather than the width

defined in the conventional Fitts’ Law. This experiment was successful as the fit was
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almost perfect with the Pearson’s r coefficient close to 1. In this Chapter, equation 4.3

is modified and used to measure the Effective Index of difficulty of the test. Instead of

using the amplitude 2A, we use the effective diameter of the larger circle (De). The

target width W is now the effective width We. The definitions of De and We are the

same as per Jude et al. (2016). The unit of Id is bits. Even though the same D and W

are provided for all participants, their effective Index of difficulty will change because

De and We will differ.

IDe = log2

(
De

We

+ 1

)
(4.6)

Index of Performance (Ip)

There were tests performed on different settings of D and W for each participant. The

values of IDe from these calculations will be rounded to the first decimal and then

noted. This will result in 9 MT values for each IDe. The mean MT is then calculated

and noted. After plotting these points, a line is fitted, and the inverse of the slope is

noted as the Ip for that particular scale the tablet was set on. The unit is bits per sec.

4.3.5 Analysis and Visualization of Data

Our experiment uses the visualization methods of Jude et al. (2016) for showing the

various results and observations. This enables us to provide strong deductions since the

variance of the raw data was unequal and can be seen in the box plot (see Figure 4.4).

From the figure, it is evident that the variances are not equal when the experiments are

conducted on higher scales. Hence this form of visualization cannot be used to deduce

any conclusion. The data requires further processing to arrive at a solid conclusion, for

which we adopt a different form of visualization from Jude et al. (2016). This results

in multiple MT s for each IDe. From this, the mean MT is calculated for each IDe.

When the Ip is calculated for this set of data, it results in less variance as compared to

individual results that can be seen in Figure 4.6.
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Fig. 4.4: The box-plot of the raw Ip values taken from all subjects individually for each
scale setting. Observations cannot be made from this data as it has very high
variance at the higher scales.

4.4 Results And Discussion

The MT and IDe for different scales of all participants are consolidated and shown in

Figure 4.6. From this data, the following observations can be noted:

4.4.1 Observations
(a) The black line in Figure 4.6c shows that Ip at scale 1:2.4 increased by 1.15% from

the Ip at 1:2. Similarly the Ip at scale 1:3.3 increased by 3.48% and the Ip at scale
1:4.9 decreased by 15.2% (refer Table 4.1). Hence this figure shows that more
participants performed better along the range 1:2 to 1:3.3.

(b) The red line in Figure 4.6d shows that Ip at scale 1:2.4 increased by 26.12% from
the Ip at 1:2. Similarly the Ip at scale 1:3.3 increased by 29.25% and the Ip at
scale 1:4.9 increased by 1.69% (refer Table 4.2). Hence these figures show that
more participants performed better along the range 1:2.4 to 1:3.3.

(c) From Table 4.1 and Table 4.2 it is clear that the Ip from means per IDe is statis-
tically better since the fit of the line is more accurate (Pearson correlation coeffi-
cient). Although the standard error is relatively lower in the case of Ip calculated
from MT per trial, the difference is significantly more for the Pearson’s coeffi-
cient. Hence Figure 4.6d has more significance than Figure 4.6c.
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(a) MT per trial at 1:2 (b) MT per trial at 1:2.4

(c) MT per trial at 1:3.3 (d) MT per trial at 1:4.9

(e) MPI at 1:2 (f) MPI at 1:2.4

Fig. 4.5: Resulting graphs and different visualizations derived from the experiment con-
ducted on 16 participants.
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(a) MPI at 1:3.3 (b) MPI at 1:4.9

(c) Ip from MT per trial (d) Ip from Means per IDe

Fig. 4.6: Resulting graphs and different visualizations derived from the experiment con-
ducted on 16 participants. Figure 4.6c is adopted from Jude et al. (2016) and
shows the Ip values calculated from the slopes of the top row along with the
error bars. The X-axis here is the scale of the task with respect to 1 unit (as
in 1:x). Similarly, Figure 4.6d is also adopted from Jude et al. (2016) shows
the Ip values calculated from the middle row along with the error bars, and its
axes are the same as Figure 4.6d.
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(d) Figures 4.6c and 4.6d show that Ip increases at first then takes a steep drop at
higher scales.

(e) The Z-scores were computed for the slopes of the lines in Figure 4.5 and 4.6
(shown in Table 4.3 and Table 4.4 respectively). The blue cells indicate the com-
bination for which the null hypothesis (µr = µc) is rejected for the alternate hy-
pothesis being µr < µc where µr is the slope at the corresponding scale setting of
the row, and µc is similar for the column.

(f) When the slope for one scale setting is significantly smaller than the other slope,
it implies that the Ip for that setting is significantly larger (since it’s the inverse).

(g) Table 4.3 shows that the Z-score for the pairwise test between scales 1:3.3 and
1:2 is -1.83. Hence the null hypothesis cannot be rejected in favor of the alternate
hypothesis at α = 0.05 (z0.05 = 1.96) but can be rejected at α = 0.07 (z0.07 = 1.81)
which is very close. This difference becomes more prominent in Table 4.4.

(h) Table 4.4 shows that the means for the Ip at scales 1:2.4 and 1:3.3 is significantly
larger than the other two scales with the level of significance at 0.05 (refer Ta-
ble 4.4)

4.4.2 Discussion

Each individual participant is unique in their performance range. The Index of Per-

formance scores significantly differed across scale levels with a significance of p<.05

[F(15, 48) = 5.49, p = 2.91 ∗ e−6]. Some participants use input devices frequently,

while others use input devices on a need-to-use basis. In our work, the participants who

use input devices frequently include those who do activities such as gaming or large

applications such as video editing and graphics design. In order to derive more results,

further processing was performed as detailed in Section 4.3.5.

Looking at Figure 4.6d, a larger number of participants perform better along the

range 1:2.4 to 1:3.3, which is also supported by the pairwise Z-scores. This setting

corresponds to the larger Ip at the scale of 1:3.3. This fact was also proved by Accot

and Zhai (2001) in their experiments with varying scales . According to them, the

best scale for a graphics tablet is 2-3, which corresponds to the optimum ranges in this

experiment.

As shown in Figures 4.6c and 4.6d, Ip increases significantly when the scale in-

creases and lowers at the larger scale. This means that at the higher levels of scales,

human performance decreases. The current results show that there is an optimum scale
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Table 4.1: Ip from MT per trial

Scale
Index of
Perfor-

mance Ip

% Change
from the Ip
at scale 1:2

Standard
Error of
the slope
σ(1/Ip)

Pearson’s
r2

1:2 2.9231 + 0% 0.03811 0.5048

1:2.4 2.9568 + 1.15% 0.04431 0.4275

1:3.3 3.0248 + 3.48% 0.04109 0.4443

1:4.9 2.4789 - 15.2% 0.05693 0.3886

Table 4.2: Ip from Means per IDe

Scale
Index of
Perfor-

mance Ip

% Change
from the Ip
at scale 1:2

Standard
Error of
the slope
σ(1/Ip)

Pearson’s
r2

1:2 2.5602 + 0% 0.04516 0.707

1:2.4 3.2289 + 26.12% 0.04807 0.5725

1:3.3 3.3091 + 29.25% 0.05008 0.5401

1:4.9 2.6035 + 1.69% 0.07023 0.4911
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Table 4.3: Z-scores calculated from the Means per trial (α = 0.05)

Scale 1:2 1:2.4 1:3.3 1:4.9

1:2 X 0.62 1.837 -8.002

1:2.4 -0.62 X 1.12 -8.089

1:3.3 -1.837 -1.12 X -9.27

1:4.9 8.002 8.089 9.27 X

Table 4.4: Z-scores calculated from the Means per IDe (α = 0.05)

Scale 1:2 1:2.4 1:3.3 1:4.9

1:2 X 6.93 7.416 0.439

1:2.4 -6.93 X -0.611 -4.945

1:3.3 -7.416 0.611 X -5.374

1:4.9 0.439 4.945 5.374 X

between the scale 1:2.4 and 1:3.3 that has a better Ip than that of the rest. The vi-

sualizations of Jude et al. (2016) makes the result clear by enhancing the plots. This

enhancement increases the Pearson’s r coefficient to higher values and hence provides a

clearer result even though the variation between participants is high. Since the number

of points is high and Fitts’ Law is valid for the multi-tapping task, averaging the points

between the Id for a better fit is possible and hence done to increase the fit of the lines.

As shown in Figure 4.4, the values of the indices vary a lot at higher scales. This

means that the values that are derived from the higher scales are slightly unstable. This

was rectified when the different visualizations were used.

When the user moves the graphics tablet pen and touches the various points on the

board, they experience a force, albeit constant, on contact. This can be an exceptional

case of haptic feedback, considering that the user is feeling a force when hitting the pen

on the board.
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4.5 Conclusion And Future Work

In this chapter, we have examined the effect of the control movement scale on the user’s

kinaesthetic actions. We have used the Fitts’ Law for quantifying the user’s performance

on different scales and have shown that at an optimum control movement scale, users

perform better than natural movements. The Fitts’ Law also proved to show its validity

in scaled conditions with adequate r2 values in all the scales. The Fitts’ regressions

were visualized, and it was found that the performance of the participants increases

significantly when the scale increases and has an optimum range as well. Earlier studies

involved using Fitts’ Law with other older devices contradicted each other based on

either control gain and control display ratio. We have kept control gain constant and

varied only control display ratio for the experiment and the results echoed with studies

involving control display ratio (Zhai et al., 1996; Boff and Lincoln, 1988; Boff et al.,

1986).

The experiment discussed in this chapter (the modified multi-directional tapping

task) was successful in deriving critical data about the characteristics of the partici-

pants, and further details such as a common trend in the group and classifications within

groups can be acquired when more participants are present.

For future works, we plan to perform the experiment on more participants and on

higher scales for more derivations. We also intend to experiment with different haptic

input devices such as an OmniPhantom® and surgical devices which require precision,

such as the Da Vinci® surgical system. We plan to derive results based on the different

devices to get their characteristic curves. In this case, the experiment may also be

extended to incorporate 3D movement in the system with varying haptic feedback. The

scale may also be less than one for some systems, and this factor needs investigation.

The present work assumed a typical computer input device position for the experi-

ment. If this position changes, the scales may vary with respect to the relative functional

reach of the user. This can be further studied in a future experiment.
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CHAPTER 5

QUANTIFICATION OF 3D HCI

5.1 Introduction

Interaction is one of the three pillars (other pillars are Immersion and Presence) of

Virtual Reality (VR) (Mütterlein, 2018) which facilitates the feeling of the other two to

the user. A user can interact with the 3D virtual world through actions such as pointing,

clicking, rotating the head, and so on, involving the coordination between human haptic

and visual systems. Currently, with the advent of feature-rich virtual reality hardware

such as the HTC Vive and the Oculus Touch, there are many ways for the user to interact

with the virtual environment (Egger et al., 2017; Borrego et al., 2018). For example,

the user can move objects in VR by holding and moving the controller in real space and

interact by pressing the various buttons on the controller. Pointing (or selection) and

reaching a target in VR constitute two of the fundamental interactions using a virtual

cursor.

A scaled motion of the virtual cursor is used in most applications in order to achieve

more immersion (Biocca and Delaney, 1995; Slater and Wilbur, 1997) and allows the

user to interact with more objects in the virtual world (Wilson et al., 2018; Xie et al.,

2010; Steinicke et al., 2008b,a; Jaekl et al., 2005). The concept of cursor movement

scaling in human-computer interaction is otherwise called as Control-Display (CD) ra-

tio and is explained in Section 4.1. It is different from redirected touching (in works

such as Azmandian et al. (2016)) due to the fact that the scaling is constant and is

dependent on the kinaesthetic motion of the user only.

Fitts’s Law (Fitts, 1954) states that there is a linear relation between the time it

takes for a task to be completed and the difficulty of the task. The modified Fitts’s

Law (MacKenzie and Riddersma, 1994) is used in this chapter, which is developed in

analogy with Shannon’s information theory (Shannon, 1948).

Fitts’s Law is used in any earlier studies as shown in Table 5.1 with the correspond-
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ing author and the variant of the Fitts’s Law used in the study. An early study from Hess

(1973) showed that the performance of an average human would increase to a point and

then reduce (inverted U-shaped function) when increasing the control gain or CD ratio.

Works of many other authors also found this inverted U-shaped function using the Fitts’s

Law (Zhai et al., 1996; Boff and Lincoln, 1988; Boff et al., 1986; MacKenzie, 1992;

Blanch et al., 2004; Langolf et al., 1976; Arnaut and Greenstein, 1990). Raghu Prasad

et al. (2013) conducted experiments for finding the minimum movement time (MT) in a

2D task which indicates human performance. The task type is based on force variation,

and it uses the individual’s index finger. Fitts’s Law was modified for a force-based task

in a virtual environment. It does not consider the position of a force applied or the limb

movements. Their study proved that Fitts’s Law could work under these constraints.

They also proved that Fitts’s Law describes the relationship between the index of diffi-

culty and the time it takes to do one task in the context of virtual environment-related

force-based tasks. Other studies with Fitts’s Law include works by Johnsgard (1994) in

which they compared the performance of a virtual glove to that of the computer mouse.

Using Fitts’s Law, they verified that the mouse was superior to the VR glove at the time.

When the Law is extended to 3D, there are other factors, such as the depth per-

ception of the user, which affect the Law. According to Balakrishnan (2004), Fitts’s

Law may not hold in all conditions when used in VR environments. Teather and Stuer-

zlinger (2011) shown that the Law holds well when used in 3D pointing tasks with a

stereoscopic CRT monitor. Their study has shown that the depth perception of the target

affected the performance of the participants. This was also shown by works of Chun

et al. (2004) and works of Pfeiffer and Stuerzlinger (2015). With respect to 3D coor-

dinated hand movements, Zeng et al. (2012) performed experiments using the Kinect,

and Coelho and Verbeek (2014) performed experiments using the Leap Motion con-

troller. Both experiments proved that Fitts’s Law holds well in the given constraints.

Hansen et al. (2018) and Qian and Teather (2017) implemented Fitts’s Law in VR for

gaze-based tasks, and both works show that the gaze-based interactions have a lesser

throughput as compared to other modalities such as mouse and controllers. Fu et al.

(2011) used Fitts’s Law to validate visual-haptic co-location based movements with

varying rotations of the virtual environment. His study showed that the Law holds well

60



irrespective of the rotation of the experiment in the azimuth angle.

A loss of performance reported by Jellinek and Card (1990) occurred due to the

loss of resolution of movement at larger scales and resulted in an inverted U-shaped

performance-gain function similar to other authors. The performance increases up to a

certain scale, and at larger scales, the performance of the user reduces because the cursor

movement is not smooth but jagged. This phenomenon is termed the quantization effect.

A solution to the quantization effect, as reported from Casiez et al. (2008) is found

by increasing the resolution of the display that shows a smooth motion of the cursor

at larger scales. He debated that the CD gain should be variable and not constant.

This concept is used in the computer mouses of conventional operating systems. The

distance traveled by the mouse is a function of the acceleration of the mouse. Hence

the mouse moves the cursor at a larger pace when moved fast and vice versa. Hence the

cursor can move slower when needed by the user during high precision tasks. However,

studies by Arnaut and Greenstein (1986) show that variable CD gain in graphics tablets

does not increase the performance of the user. He showed that a CD ratio of 1:1 is

optimum for efficient control of the cursor. However, this was contradicted by Isaac

et al. (2018), where they have shown that the performance was an inverted U-shaped

function of the CD ratio when using a graphics tablet. He used a Wacom tablet in which

the display was seen on a monitor and not on the tablet. Hence users perform better

when the CD ratio is set to a particular range than a natural 1:1 movement when the

users’ hand is not visible to them during the interaction. It was also noticed during the

experiment that the users’ hand was not visible to them during the interaction. Hence

the users’ hand visibility could play a vital role in the interaction performance, which

was not studied before.

5.1.1 Objectives

The objective of this Chapter is to examine how the effect of visual awareness of the real

hand influences the performance of interaction with the virtual objects using a virtual

cursor in a VE. To study the effect, we have compared the user performance of the same

3D tasks in two different VEs, namely the Active One-walled 3D Projection (AOP) and

the Head Mounted Display (HMD). Fitts’s Law is used to objectively quantify the user
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performance in both the VEs. There is no visual awareness of the real hand in the case

of HMD, however, the visual awareness of the real hand is predominant in AOP.

In this Chapter, we have found that the visual awareness of the real hand decreases

the user performance in virtual environments. This decrease is due to a conflict which

we refer to as Virtual Kinaesthetic Conflict (VKC), and to avoid the conflict, we also

provide guidelines in this Chapter.

5.2 Methodology

We have designed an experiment to study the influence of the visual awareness of the

real hand in AOP and HMD. When using the AOP, the user can see both the cursor and

their hand during the experiment. However, when using the HMD, the user can not see

their real hand (the physical hand). They can only see the cursor that is in the VE.

5.2.1 Virtual Environment Setup - Active One-walled 3D Projec-

tion (AOP)

The first environment for the experiment is the Active One-walled 3D Projection, which

is made by using a Benq W1050 projector 1. The schematic of the experimental setup

using AOP is shown in Figure 5.1. The participant stands wearing a pair of active

3D glasses in an open space of about 2m×2m wide. The participant holds a Vive

controller with their dominant hand and is made to face a projection screen that is 2.5m

away from the participant’s starting position (to prevent the participant from hitting

the screen during the experiment). A 3D projector is positioned above the participant,

which projects the interaction task on the screen for visual feedback. The projector is

fixed such that the participant does not occlude the projection, which avoids any shadow

on the projection.

Two variations of the AOP are designed in order to ascertain the effect of visual hand

awareness on user performance in the experiment, namely AOP type A and type B, as

shown in Figure 5.2. AOP type A (AOP-A) is the first variant in which the participant

1https://www.benq.com/en/projector/cinehome-home-cinema/w1050.html
(accessed April 30, 2019)
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Fig. 5.1: A schematic diagram of the Active one-walled 3D projection. The participant
stands wearing a pair of active 3D glasses in an open space of about 2m×2m
wide. The participant holds a Vive controller with their dominant hand and
is made to face a projection screen that is 2.5m away from the participant’s
starting position. A 3D projector is positioned above the participant, which
projects the interaction task on the screen.

Fig. 5.2: Two variations of the experiment performed with the AOP. AOP type A (AOP-
A) is the first variant in which the participant faces the screen with their body
facing forward towards the screen as well and moves their hand in front of
them. In the second variant, the participant turns their body 90◦ clockwise and
performs the task while facing the screen but with the rest of the body facing
away from the screen.
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faces the screen with their body facing forward towards the screen as well and moves

their hand in front of them; hence they see their real hand as well as the virtual cursor.

In the second variant, AOP type B (AOP-B), the participant turns their body 90◦ to the

right and performs the experiment while facing the screen but with the rest of the body

facing away from the screen. This ensures that the participant does not see their real

hand while performing the experiment.

5.2.2 Virtual Environment Setup - Head Mounted Display (HMD)

The schematic of the experimental setup using the HMD is shown in Figure 5.3. The

experiment was conducted in a room with an ambient temperature set at 24◦C. The

participant wears the Vive HMD2 and stands in a clear space of dimensions 2m×2m.

There are no obstructions to the movement of the participant’s hands and legs. The

participant then holds a Vive controller using their dominant hand and faces a ring

of spheres in the VE. When starting the experiment, the participant holds their hand

straight in front of them (similar to the avatar in Figure 5.3) and presses a button on

the controller. This action sets the center of the ring of spheres to be at the same level

as the current position of the controller. This calibration ensures that the center of the

vertical ring is calibrated to be the same height as the participant’s shoulder level. The

participant can then move forward or backward to position the ring at arm’s length. The

latency between the movement of the Vive controller and the movement of the cursor in

the VR environment was measured and is in the range of 10-20 ms. Hence the effect of

latency on the participant can be neglected since the latency of the system is well below

the allowable limits as reported by Gourishetti et al. (2018) for visual-haptic feedback.

Software Specifications

The virtual environment used for both VEs is created using the Unity3 3D game engine

along with the SteamVR SDK4 and Windows 10 operating system. The assets used in

the virtual environment are all open source.

2https://www.vive.com/eu/
3https://unity.com/ (accessed April 30, 2019)
4https://www.steamvr.com/en/ (accessed April 30, 2019)
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Fig. 5.3: A schematic diagram of the HTC Vive. The participant stands wearing the
HMD in an open space of about 2m×2m wide. The HMD is connected to the
computer using a long cable. The participant holds a Vive controller with their
dominant hand and is made to face an interaction task in the VE.

5.2.3 Participants’ specifics

The experiment involves 15 participants, with ages ranging from 20 to 30 years. We

got informed consent from all participants by filling out a consent form before the

experiment. They were all naive for the experiment, and they were given a general

introduction to the VE using a trial experiment. All participants had little or no gam-

ing experience since experienced gamers may cause a bias in the experiment. They all

could see stereo imagery, were right-handed, and had normal or corrected vision. The

height of the participants did not matter since the test is calibrated to the height of each

participant.

5.2.4 Experimental Procedure and Task

The task performed in all the environments is a modified version of the multi-tapping

experiment outlined in the ISO 9241-9 standard (2000)5. The test is similar to that

performed by Isaac et al. (2018), and it is modified for a 3D environment; hence, the

circles are now spheres.

5Ergonomic Requirements for Office Work with Visual Display Terminals (VDTs): Requirements for
non-keyboard input devices, International Organization for Standardization, 2000
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(a) 3D view (b) Cursor used

Fig. 5.4: 3D view of the modified multi-tapping experiment outlined in the ISO 9241-9
standard. As shown in (a), nine spheres of diameter W each are arranged in a
large ring of diameter D. One sphere is then highlighted in red which indicates
the current target of the participant. The participant uses the cursor shown in
(b) to select the sphere as fast as possible. The tip of the index finger is used
as the point of selection of the cursor.

Table 5.2: Set of (D,W) pairs used for the experiment. These pairs are selected such
that they cover a good range of ID values for the experiment. The table is
sorted by descending order of ID.

Set ϕ D (m) W (m) ID (bits)
Pair 1 0.35 0.05 3
Pair 2 0.3 0.1 2
Pair 3 0.15 0.05 2
Pair 4 0.25 0.1 1.80
Pair 5 0.3 0.15 1.58
Pair 6 0.2 0.15 1.22
Pair 7 0.25 0.2 1.16
Pair 8 0.2 0.2 1
Pair 9 0.1 0.1 1
Pair 10 0.15 0.2 0.81
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Fig. 5.5: Illustration explaining the concept of scale or CD ratio. When the Vive con-
troller moves a distance x in the real world, the cursor moves by a distance rx.
The value of r ranges from 1 to 5 as in scale 1:r

Task to perform

The experiment consists of a virtual environment with a ring of 9 spheres, as shown in

Figure 5.4. The plane of the ring is vertical and perpendicular to the floor of the virtual

world. The task is to select one of the 9 spheres, which is highlighted in red in the

virtual space, by clicking on it using the Vive controller as fast as possible and traverse

to the next highlighted sphere. They must repeat the process until there are no more

spheres available to click on. They are encouraged to click as close to the center of the

sphere as possible.

The distance from the floor to the center of the ring is adjustable and is calibrated to

be the shoulder-height of the participant when beginning the test. The diameter of the

ring is D while the diameter of the spheres in the ring is W . The values D and W of

the spheres are taken from a predefined set (denoted as ϕ) of pairs shown in Table 5.2.

The cursor is a generic hand model which is pointing with its index finger. Whenever

the tip of the index finger collides with the highlighted sphere, the controller provides

vibrotactile feedback.
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Changing the CD ratio

The scale in this Chapter refers to the ratio between the distance traveled by the partic-

ipant’s Vive controller to the distance traveled by the virtual cursor, as shown in Figure

5.5. When the scale is set to 1:1, the displacement of the cursor is the same as the dis-

placement of the HTC Vive controller. When the scale is set to a value higher than 1:1,

the cursor moves more than the actual displacement of the Vive controller with respect

to the center of the user (central chest region) taken as the origin. The origin is chosen

such that the participant can return to a starting point rather than drifting through the

environment, especially in AOP. Each trial is repeated for five different scales (1:1, 1:2,

1:3, 1:4, and 1:5).

Experiment Protocol
Step 1: The participant is instructed to read the informed consent and fill the ques-

tionnaire before and after the experiment.

Step 2: The participant is made to stand at the designated location and hold the Vive
controller.

Step 3: If using AOP-A: The participant is made to wear the active 3D glasses and
made to stand 2.5m in front of the 3D projector screen. The participant’s head
and torso face the screen.

If using AOP-B: The participant is made to wear the active 3D glasses and made
to stand 2.5m in front of the 3D projector screen. The participant’s torso is at an
angle of 90◦ away from the screen, as shown in Figure 5.2 with their head facing
the screen.

If using HMD: The participant is made to wear the HMD and made to stand such
that there is no obstruction to their movement by the cables or any other objects.

Step 4: The task in Section 5.2.4 is then explained to the participant in detail.

Step 5: A trial experiment is provided to the participant to get acquainted with the VR
environment and the experiment.

Step 6: After conducting the trial experiment, the set ϕ is shuffled to provide a random
order of (D,W ) pairs to the participant. This shuffled set is denoted as ϕ′. A
random CD ratio is then set (from 1:1, 1:2, 1:3, 1:4, 1:5).

Step 7: A pair is taken from ϕ′, and the participant is instructed to perform the task.

Step 8: After finishing a pair, the next pair is provided from ϕ′ and repeated until all
pairs in ϕ′ are completed.
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Step 9: After the experiment, a break is given for 5 minutes, and then steps 7 and 8
are repeated with another random CD ratio (from 1:1, 1:2, 1:3, 1:4, 1:5).

Step 10: Step 9 is repeated for all five CD ratios.

Step 11: Breaks are provided intermittently if the participant demands.

This protocol is then repeated for AOP-A, AOP-B, and HMD. We ensured that adap-

tation (bias) did not occur to the participant by making them perform the experiments

for each VE on different days, providing at least 5 minutes between trials for a partic-

ular VE. The CD ratio per trial is given at random to the participant in order to prevent

a learning bias in the participant. It is ensured that all participants perform the exper-

iment in all VEs (AOP-A, AOP-B, and HMD introduced in different orders to each

participant) using all CD ratios (1:1, 1:2, 1:3, 1:4, 1:5).

5.2.5 Parameters Measured

In order to quantify the performance of the participant during the task in the VE, Fitts’s

Law is used as shown in equation 5.1.

t = a+ b ID (5.1)

where t the is movement time (MT ) in seconds and ID is the index of difficulty in bits

which is shown in equation 5.2. The intercept a is not of importance in this context

since the slope b is the only variable required.

ID = log2

(
D

W
+ 1

)
(5.2)

where D is the distance between targets and W is the target width. In our experiment,

this corresponds to the ring diameter and sphere diameter, respectively. The Throughput

(also known as the index of performance, Ip) is shown in equation 5.3.

Ip = 1/b (5.3)

Ip is a measure of human performance in bits per second, and this modified version is

used as an indicator of hand-eye coordination in this study.

69



In order to calculate the Throughput, the following parameters are recorded in the

experiment:

Movement Time (MT ):

When the participant clicks on the first red sphere, a timer starts and then records the

elapsed time when the participant clicks on the next red circle. This recording repeats

eight times (the first click of the trial is excluded), hence providing eight time-stamps

for completing one ring. From these values, the mean time is calculated and is denoted

as the Movement Time (MT ), and its unit is in seconds.

Effective Index of Difficulty Per Test (IDe):

The concept of effective width (We) and effective diameter (De) is similar to the terms

stated by Jude et al. (2016) and Isaac et al. (2018). The equation 5.4 is the modified

form of the Fitts’s Law used in this experiment and follows the updated ISO 9241-411

(Secretary, 2012). Instead of using the diameter D, the effective diameter of the larger

circle (De) is used, which is the average distance traversed by the participant when they

move the cursor from one sphere to another. The target width W is now the effective

width We, which is the mean of the distance of the cursor to the center of the sphere in

which it is clicked. De and We are computed per trial of the participant. The unit of

IDe is bits. Even though the same D and W are provided for all participants, their IDe

change because De and We differ for each participant based on their performance. The

set of D and W values used is shown in Table 5.2.

IDe = log2

(
De

We

+ 1

)
(5.4)

Throughput (Ip):

Throughput refers to the number of targets selected per unit time. The participant per-

forms the test with ten different sets of D and W . These trials yield ten different values

of De and We, which are then used to calculate IDe and fit a line on IDe vs. MT. The

inverse of the slope of the line is the effective Throughput (Ip) of the participant. The
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linear fit for ID (which uses D and W ) is also shown in the results for comparison.

5.2.6 Analysis and Visualization of Data

The data collected from the tests are visualized by using the methods from Jude et al.

(2016). The raw data from the subjects are collated together and then grouped per

environment, per CD ratio. That data set is then grouped per IDe rounded to one

decimal point. This rounding procedure is to cluster the points so that they can be used

to calculate the average MT for all those points. Figure 5.6b to Figure 5.6f shows the

points after the clustering and the calculation of the mean MT per unique IDe value.

A line is then fit on these points using the least-squares method, and the slope of the

line is computed. The inverse of that slope corresponds to the Throughput achieved

collectively by the subjects in the virtual environment and the particular CD ratio. This

process is then repeated for each scale and each VE. The collated set of throughputs

is shown in Figure 5.6a as three trend lines that correspond to the three VR scenarios

performed. The black points and the black line correspond to the data collected from

the subjects using the HMD. Similarly, the blue and red data correspond to AOP-A and

AOP-B, respectively.

5.3 Results and Discussion

Based on the analysis of the data from the experiment, as shown in Figure 5.6b to

Figure 5.6f, we observe that the relation between IDe and MT is linear and has a

positive slope. The range of ID values used in the experiment is the same for all three

experiments and ranges from 0.81 bits to 3 bits, as shown in Table 5.2. These values

correspond to different IDe values as reported by Jude et al. (2016). The range of

IDe largely depends on the users’ overall performance during the experiment. Higher

IDe values imply that the participant performs a more difficult task than the given task

hence they are more precise in their movements and select the spheres closer to the

center. This reduces We, which, in turn, increases IDe. However, if the participant

selects the sphere closer to the edge of the sphere, the IDe reduce. This is seen in the

subplots of Figure 5.6b to Figure 5.6f in which the range of IDe is low in AOP-B but
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(a) Throughput vs Scale (b) MT vs ID at 1:1

(c) MT vs ID at 1:2 (d) MT vs ID at 1:3

(e) MT vs ID at 1:4 (f) MT vs ID at 1:5

Fig. 5.6: Consolidated Results which shows the MT versus ID obtained from the ex-
periment, which shows one plot for each scale setting (1:1, 1:2, 1:3, 1:4, 1:5)
used in the experiment. The data collected from the tests are visualized by
using the methods from Jude et al. (2016). The raw data from the subjects are
collated together and then grouped per environment and per CD ratio. That
data set is then grouped per IDe rounded to one decimal point. This rounding
procedure is to cluster the points so that they can get be used to calculate the
average MT for all those points. In each plot, the black asterisks correspond
to the experiment conducted with HMD, the blue corresponds to the experi-
ment conducted with AOP-A, and the red corresponds to AOP-B.
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Parameter
AOP-A &

AOP-B
AOP-A &

HMD
AOP-B &

HMD
t-stat -7.192 -6.310 4.099

P(T <= t)

two-tail
9.3132 ∗ 10−5 0.0002 0.0034

Table 5.3: Paired t-Tests of the data

is higher in HMD and AOP-A. This could imply that participants in AOP-B perform

effectively easier tasks by selecting the spheres close to the edges. In other words, the

improvement could be due to the fact that the real hand is not visible in AOP-B.

Significance Tests

The data in Figure 5.6 shows that the performance of the subjects is significantly dif-

ferent across the three VEs. The ANOVA test shows that the three throughput sets (set

of five values for each VE) are significantly different with α = 0.05 [F(2,12) = 34.06,

p = 1.128 * e−5]. Paired t-tests were also performed between the sets, and the results

are shown in Table 5.3, which shows that each set of throughputs (from AOP-A, AOP-

B, and HMD) are significantly different from each other, and the performance using

AOP-B is significantly larger than both HMD and AOP-A. Table 5.3 also shows that the

performance using the HMD is significantly larger than AOP-A. Table 5.4, Table 5.5,

and Table 5.6 are the Z scores calculated to examine the significance with respect to

the throughputs of each scale for AOP-A, AOP-B, and HMD, respectively. The blue

color squares indicate that the Throughput using the CD ratio in the row is significantly

lower than that in the corresponding column. Table 5.6 shows that there is no particular

range where the Throughput is significantly high. However, there is a significant per-

formance drop at the CD ratio of 1:3. Table 5.4 shows that the CD ratio 1:1, 1:3, and

1:5 have a reduced throughput; however, the difference is minor. Table 5.5 shows that

the throughputs at CD ratios 1:2 and 1:4 are significantly high.

Virtual kinaesthetic Conflict

The main finding of this study is that the Throughput of AOP-A is significantly lower

than that of the HMD. However, the Throughput of AOP-B is significantly higher than

73



Scale 1:1 1:2 1:3 1:4 1:5

1:1 0 3.894 1.559 9.448 0.882

1:2 -3.894 0 -2.194 7.599 -2.877

1:3 -1.559 2.194 0 8.052 -0.659

1:4 -9.448 -7.599 -8.052 0 -8.502

1:5 -0.882 2.877 0.659 8.502 0

Table 5.4: Paired Z test for AOP-A with α = 0.05. The blue color squares indicate that
the throughput using the CD ratio in the row is significantly lower than the
CD ratio in the corresponding column. For example, the performance of CD
ratio 1:2 is significantly lower than 1:1 (Z = -3.894).

Scale 1:1 1:2 1:3 1:4 1:5

1:1 0 -3.563 3.431 -0.919 5.1

1:2 3.563 0 5.607 2.665 6.503

1:3 -3.431 -5.607 0 -3.687 1.83

1:4 0.919 -2.665 3.687 0 4.965

1:5 -5.1 -6.503 -1.83 -4.965 0

Table 5.5: Paired Z test for AOP-B with α = 0.05. The blue color squares indicate that
the throughput using the CD ratio in the row is significantly lower than the
CD ratio in the corresponding column. For example, the performance of CD
ratio 1:1 is significantly lower than 1:2 (Z = -3.563).
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Scale 1:1 1:2 1:3 1:4 1:5

1:1 0 -1.225 7.789 -0.325 -1.265

1:2 1.225 0 8.345 0.555 -0.428

1:3 -7.789 -8.345 0 -5.309 -5.799

1:4 0.325 -0.555 5.309 0 -0.805

1:5 1.265 0.428 5.799 0.805 0

Table 5.6: Paired Z test for HMD with α = 0.05. The blue color squares indicate that
the throughput using the CD ratio in the row is significantly lower than the
CD ratio in the corresponding column. For example, the performance of CD
ratio 1:3 is significantly lower than 1:1 (Z = -7.789).

both HMD and AOP-A. This shows that the user performance significantly increases

when the user does not have visual awareness of their hands. Conversely, if the vi-

sual awareness of the hand is present, the participant experiences a conflict between

the movement of the virtual cursor and the movement of the real hand at higher CD

ratios. This visual conflict requires some time to get adjusted and hence reflected in the

performance of the participant.

We define this conflict as a virtual kinaesthetic conflict (VKC). It is a phenomenon

in which the user perceives a difference in the positions of their hand (kinesthesia)

and the virtual cursor (visual feedback). The conflict mainly occurs when the virtual

movements are scaled with respect to the users’ hand movements. This concept of cur-

sor movement scaling in human-computer interaction is otherwise called as Control-

Display (CD) ratio. According to MacKenzie and Riddersma (1994), it is the ratio

between the physical movement of the input device in the real world and the corre-

sponding movement of the cursor in the virtual world. Changing the CD ratio allows

the virtual cursor to make movements that can be larger or smaller than the movement

of the real hand. In a VR system such as the HMD, modifying the CD ratio of the virtual

cursor has little influence on the user’s kinaesthetic perception. In this case, the user is

not visually aware of the real hand, and the user can adjust his/her kinaesthetic sense

according to the movement of the virtual cursor. In the case of VR systems like CAVE
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or 3D projection, the user is visually aware of both the real hand and the virtual cursor.

In such a scenario, there is a conflict between the visual and kinaesthetic information

(Lambrey et al., 2002), which is VKC.

A related issue is well discussed in the Augmented Reality literature as the registra-

tion problem (Azuma, 1997). Registration problems also exist in Virtual Environments

but are not as severe as it is in AR. VKC explains factors more complicated than regis-

tration problems. Several experimental studies (Jones et al., 2010; McGuire and Sabes,

2009; Sarlegna and Sainburg, 2007; Sober and Sabes, 2005; Pouget et al., 2002) have

shown that even for simple kinaesthetic tasks, such as reaching for an object with a hid-

den hand, the brain constructs a visual representation of the movement. This imaginary

visual representation usually matches that of the virtual cursor in VR. However, when

the representation does not match with that of the virtual cursor in a scaled movement,

the brain detects a conflict which is the VKC.

Relation between CD Ratio and VKC

Human motor behavior is essentially a trade-off between speed and accuracy. This

property is well modeled and described by Fitts’ Law, assuming the human body has a

limited capacity to transmit information while executing the motor task. This trade-off

or limited capacity leads to optimum CD ratios, as shown in previous literature on Fitts’

Law without considering the VKC. VKC occurs only when the CD ratio is other than

unity (lesser than or greater than unity). The degree of VKC depends on the CD ratio

and other factors pertaining to the virtual environment. According to our hypothesis,

the VKC occurs when the user is visually aware of both the real hand and the virtual

cursor. In this kind of interaction, the user’s perception adjustment to the virtual cursor

is difficult, and it affects the user’s performance in the interaction with the virtual world.

The existence of an optimum CD ratio with VKC can be explained in terms of con-

trol theory. The sensory and motor control loop of the human movement as a system

may resonate more in this optimum CD ratio (McMahon, 1984). This means that the

user’s sensory-motor system may adapt more to the particular CD ratio, which is consid-

ered the optimum CD ratio. More precisely, the visual appearance of the real hand may

be considered as a noise added to the sensory-motor control loop, which may degrade
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Fig. 5.7: The overshooting and undershooting phenomenon. The left side (a) demon-
strates the overshooting, whereas the right side (b) demonstrates undershoot-
ing.

the overall user’s interaction performance.

The actual human motor circuit has inherent time delays, and values have been

reported from about 30 ms for a spinal reflex and up to 200 − 300 ms for a visually

guided response. VKC may cause further time delays, which may be of the same order

as that of the inherent time delays. From our observations, we show that varying the

CD ratios affect user performance when the real hand is visible, essentially due to the

time delays added by VKC. This is because there is a visual conflict during the time the

user is trying to correct the movement of the cursor while also seeing their real hand.

This mismatch may cause a time delay in the movements, resulting in a further loss of

performance.

It can also be understood in the form of overshooting and undershooting the target,

as shown in Figure 5.7. The overshooting is shown in Figure 5.7a and is the phe-

nomenon that occurs when the CD ratio is too high, and the user misses the target by

moving the cursor beyond the target initially, then corrects the movement by coming

back to the target. The second phenomenon is undershooting, as shown in the second

in Figure 5.7b, where the cursor moves at an inadequate distance initially, and then the

user corrects the movement by moving again to the target. When the CD ratio is lesser

than the optimum CD ratio, undershooting often occurs, hence reducing performance.

Conversely, when the CD ratio is more than the optimum CD ratio, overshooting occurs

more often, which again reduces performance. Hence at the optimum CD ratio, the

level of undershooting and overshooting could be at a minimum. From our observa-

tions from the experiments, the VKC may have caused a time delay in the movements
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(McMahon, 1984) which resulted in undershooting and overshooting, and in turn, the

loss of performance.

Guidelines To Avoid VKC

In order to reduce the effects of VKC, we propose a set of guidelines to follow when

scaled motions are involved in the virtual environment to improve the 3D interaction

performance.

• For the HMD VE, the display mounted on the head should be fully opaque, and
the user should not be able to see their real hand movements in the virtual world.

• For the Active One-walled 3D Projection, the user must perform tasks in which
visual awareness of the real hand is not present. This is due to the presence of
VKC when visual awareness of the real hand is present. The participant should
also be positioned such that they face straight at the display with no parallax, and
their shadow does not fall on the display. Their arm and hand movements should
not be in their field of view.

• For partially immersive environments (such as AOP-A) where the real hands
ought to be visible to the participants, scaled movements should be avoided.

• For partially immersive environments (such as AOP-A) where the real hands
ought to be visible to the participants and scaled movements are necessary, then
the scales that cause minimum VKC should be used.

5.4 Conclusion and Future Work

In this chapter, we examined how the effect of visual awareness of the real hand in-

fluences the performance of interaction with the virtual objects using a virtual cursor.

Earlier studies such as those by Zhai et al. (1996); Boff and Lincoln (1988); Boff et al.

(1986) shown that users perform better when the CD ratio is set to a particular range

than a natural 1:1 movement when the users’ hand is not visible to them during the in-

teraction. It was also noticed during the experiment that the users’ hand was not visible

to them during the interaction. The main focus of this experiment was the effect of user

hand visibility on the performance of scaled interactions.

We validated the effect by comparing the performance of the same task in two dif-

ferent VEs, namely the Active One-walled 3D Projection (AOP) and Head Mounted

Display (HMD). Two variations of the AOP were performed, namely AOP type A

78



(AOP-A), where the participant faces the screen with their torso facing forward towards

the screen, and AOP type B (AOP-B), where the participant faces the screen with their

torso rotated 90◦ clockwise from the screen. Fitts’s Law was used as a tool to quantify

the performance in the two VEs, and we have shown that the performance in AOP-A is

significantly lower than that of the HMD, but the performance in AOP-B is significantly

higher than both HMD and AOP-A. We observed that the CD ratio of 1:2 is optimum

in AOP-B, and there is no optimum CD ratio for HMD and AOP-A. This performance

drop in AOP-A from AOP-B was due to the conflict between the virtual hand and the

real hand. This conflict we referred to as the Virtual Kinaesthetic Conflict or VKC.

Guidelines for avoiding the VKC have been provided.

Future works include investigating the presence of VKC in other VEs such as the

CAVE (CAve Virtual Environment) and monocular head-based displays. While we used

the selection task in the current study, other tasks can also be investigated to find the

optimum performance and CD ratio, such as reaching tasks and manipulation tasks. We

can also study the effect of CD ratios lesser than unity on these tasks for different VEs.

The current work studied the VKC effect of scaled movements in translation. Any

general movement may be considered as a combination of both translatory and rotatory

movements. Therefore, in our future study, it is critical to study the VKC effect of

scaled movements in rotation.

The cursor used for the experiment is a generic hand model. This was selected due

to its analogy with real human hands pointing and selecting an object. Further studies

can be done to see the effects of using non-human objects as cursors, such as 3D arrow

marks.
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CHAPTER 6

QUANTIFICATION OF 3D MICROSCOPIC

SELECTION TASK

6.1 Introduction

Surgical robots are increasingly being used in almost every multi-specialty hospital.

Currently, they have multiple applications in pelvic, abdominal, select-chest, and neu-

rosurgical procedures (Patel, 2005; Benway et al., 2009; Gutt et al., 2004; Kiaii et al.,

2000; Gharagozloo et al., 2008; Rizun et al., 2004). The technology of surgical robots

today has advanced sufficiently to provide a high degree of freedom in the robots’ arm

movements, control, and stereoscopic vision. The improved user interface of these tech-

nologies has led to better on-the-job performance and faster learning curves in the use

of surgical robots such as da Vinci® (Ballantyne and Moll, 2003), ROSA® (Gonzalez-

Martinez et al., 2014; Lefranc and Peltier, 2016) and Senhance™ (Alletti et al., 2018).

However, some of these robots lack the nuances of haptic (touch sensation) feedback

that would allow the surgeon to feel tissue through the robot. Surgeons need surgical

robots that result in decreased complications, better outcomes, and shortened operating

room times. While the future development of surgical robots will undoubtedly involve

haptics, it would be useful to have surgical training systems that simulate such an envi-

ronment. We develop such a training system for surgeons who use surgical robots with

haptics such as Senhance™ (Alletti et al., 2018). We also demonstrate that our training

system renders faster and improved task performance when haptics is used.

Task performance skills such as speed, accuracy, sensitivity, and precision are re-

ferred to as psychomotor skills. They play a vital role in surgical performance. Surgical

robotic systems typically seek to help surgeons perform surgeries with higher accuracy,

faster responses to intraoperative complications, and increased dexterity. Robotic sur-

gical training systems should, therefore, have scenarios, challenges, evaluations, and



quantification of these skills. Quantification would then help gauge and improve the

surgeon’s learning curves. Our work achieves this by developing a model that applies

Human-Computer-Interface (HCI) laws (Dubey et al., 2014) to robotic surgical train-

ing. HCI laws allow the evaluation and quantification of skills necessary for the perfor-

mance of fine motor tasks involving interaction between humans and machines. Using

HCI laws, we develop a quantitative index of performance. We are then able to evaluate

training outcomes using this Index of performance which can be incorporated into cur-

rent robotic surgery training curricula. In the future, we plan to incorporate a module to

train for contextual intraoperative complications.

Modern curricula for robot-specific surgical training through simulation are being

developed and improved to revolutionize robotic surgeries (Kassite et al., 2019). These

simulations are aimed at developing self-driven, and mentor-free skills using fully-

immersive 3D virtual environments, which is often referred to as Virtual Reality (VR)

Lee and Lee (2018). However, neither quantifiable psychomotor skills nor haptic feed-

back is present in these training simulations. We show that incorporating both of these

features improves learning curves and prepares surgeons for the use of surgical robots

with haptic feedback.

6.1.1 Objective Quantification of Psychomotor Skills in Training

Performance during robotic surgery training is currently evaluated subjectively through

cognitive, technical, and non-technical skills. Technical skills (TS) include psychomo-

tor skills, user perception, visuospatial orientation, and adaptation (Collins et al., 2018).

Subjective evaluations can sometimes have observer biases. Hence, we need train-

ing systems that will challenge, evaluate and train surgeons in all these aspects objec-

tively. In the operating room, TS is currently assessed using three methods: (i) sub-

jectively by Global Evaluative Assessment of Robotic Skills (GEARS) which involves

scoring videos of the actual surgery on a numerical scale called Likert scale (Volpe

et al., 2015), (ii) objectively by evaluating intraoperative videos using assessment tools

such as Prostatectomy Assessment and Competency Evaluation (PACE) (Hussein et al.,

2017), and (iii) automated performance metrics (APMs) (Hung et al., 2018).

Each of these methods has a minor drawback in evaluating and improving a sur-
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geon’s performance. GEARS using the Likert scale is easy to use but is subjective

and can therefore have inter-observer variability. The PACE method provides useful

information on the entirety of individual steps in the procedure but does not provide a

breakdown of performance skills within each step. Both GEARS and PACE are tools

used after the actual surgery is completed rather than in a pre-surgical training system.

On the other hand, APM measures the robot’s performance for specific tasks undertaken

by the operator surgeon rather than the skills of the surgeon. Thus, pre-surgical assess-

ment and training of surgeons in technical skills are still needed (Strauss et al., 2006).

The reason technical skills are important from a surgeon’s perspective is that they re-

duce operating time, reduce patient exposure to operative risks, improve the handling

of intraoperative complications, and reduce post-operative morbidities (Cheng et al.,

2018). Our training system permits a quantifiable evaluation of the technical skills of

the surgeon before performing actual surgeries.

Approaching a target with increased speed, accuracy, precision and manipulating

the target with improved dexterity are essential psychomotor skills demanded of the

surgeon. This task becomes much more challenging when the target is in the micro-

scopic (millimeters) scale, where the surgeon has to zoom in and zoom out the visual

magnification while operating. Most surgical licensing loard exams, therefore, evaluate

critical thinking during intraoperative complications and assess the speed and precision

subjectively, without quantification of skill levels (Levi, 2016; Billiar et al., 2009). A

meta-analysis by Cheng et al. (2018) has shown that the post-operative complications

are increased by 14% for every 30 minutes increase in the operating time. Therefore, it

has become essential for a surgeon to get trained in psychomotor skills such as speed,

accuracy, precision, and dexterity in a surgical training curriculum.

Our training system allows for the objective evaluation and learning of psychomotor

skills. Improvement in psychomotor skills of the trainees is achieved using Selection

tasks to choose a specific object with distinct characteristics (color, shape, etc.) among

a collection of objects in a 3D virtual environment. This object to be selected is referred

to as a target.

One of the unique requirements for robot-specific surgical training is the incorpo-

ration of variation in the levels of difficulty, which are defined by various parameters.
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One among them is the movement scale which refers to the ratio of the movement of

the input device (surgeon’s console) to the movement of the robotic arm. Other pa-

rameters include distance to target and size of the target. These parameters are used to

enhance the capability of the user to control and manipulate small objects. When the

objects are small, the task becomes more challenging. Such selection tasks are termed

Microscopic Selection Tasks (MST). Training for MST is essential, because movement

scales and visual magnifications (Chapuis and Dragicevic, 2011) are incorporated into

current surgical robots (Palep, 2009). We thus provide challenging scenarios to the user

in performing and training for MST.

6.1.2 Importance of Haptic Feedback in Training

Haptics is the science of the sense of touch. In robotic surgery, the incorporation of

haptics is an important advancement as it allows the robot operator to feel tissues being

handled by the robot. When the surgeon is able to feel tissue characteristics through

a robot, it is called haptic feedback. Psychomotor skills training with haptic feedback

has shown improvements in the learning curve for surgical simulations in virtual re-

ality (Prasad et al., 2016; Basdogan et al., 2004). One of the unique challenges in

robotic surgery is the lack of haptic feedback, which includes tactile and propriocep-

tive sensations (Srinivasan, 1995). Tactile sensation involves a sense of pressure and

vibration, whereas proprioceptive sensation involves the sense of position, movement,

and forces. Most surgical robots today do not have the capability to sense and transmit

such information to the surgeon. In a surgical robot console, a surgeon relies entirely

on visual cues from 3D cameras. This lack of haptic feedback makes the surgical task

difficult (Abiri et al., 2019), especially for novice surgeons. Therefore, tactile feedback

could assist surgeons using robotic consoles (Abiri et al., 2019; Bethea et al., 2004;

Pacchierotti et al., 2015). Moreover, to deal with intraoperative complications, han-

dling of tissue, and suturing, haptic feedback plays a vital role. Intraoperative bleeding

during surgeries is a critical complication that is dealt with by accurately and precisely

identifying the source of the bleed and gently stopping the bleed (Billiar et al., 2009).

Studies by Ebrahimi et al. (2016) and Kontarinis and Howe (1995) reported that Vibro-

Tactile Feedback (VTFB) enhances the performance of manipulation tasks in virtual
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environments by reducing reaction times. However, these studies did not quantify the

psychomotor skills required for robotic surgery. Koehn and Kuchenbecker (2015) re-

ported that the VTFB is preferred by both surgeons and non-surgeons in simulated

robotic surgery. Although this work involves robotic surgery, psychomotor skills were

not quantified in their study. More recent studies have shown that VTFB is a vital sen-

sory adjunct to surgeons operating a surgical robot (Okamura, 2004, 2009; Westebring-

van der Putten et al., 2008; Van der Meijden and Schijven, 2009; Wedmid et al., 2011).

Thus, the addition of VTFB during training can improve the learning curve, especially

for psychomotor skills. We include haptic feedback in our training system to augment

the experience of human-computer interaction and study the performance index with

and without VTFB.

6.1.3 Aim and Contribution

Our goals are: (1) To objectively quantify the psychomotor performance of a Micro-

scopic Selection Task (MST) in a fully-immersive 3D virtual environment that can be

used to train surgeons in the use of surgical robots. (2) To find an optimum movement

scale by measuring the psychomotor performance in MST at each scale. (3) To verify

if the performance of the MST improves with VTFB.

Our contributions to this work:

(a) We determine a surgeon-specific optimal movement scale.

(b) We introduce VTFB as a tool for improvement of performance in MST.

(c) We introduce a method for quantifying psychomotor skills in MST by adapting
existing HCI laws. Our work can be used as a tool to quantify and improve
psychomotor performance during the training of surgeons in a robotic surgical
curriculum (Collins et al., 2018).

6.2 Law of Human-Computer Interaction (HCI) for MST

A surgical robot’s console is a Human-Machine-Interface (HMI). Interaction with such

interfaces is referred to as Human-Computer-Interaction (HCI). With the advent of HMI

and HCI tools (Wania et al., 2006; Ha, 2014), there are many ways to objectively quan-

tify psychomotor performance using any input device such as the aforementioned surgi-
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Fig. 6.1: A typical Fitts’s multi-tapping task (MacKenzie and Isokoski, 2008) which
depicts nine spheres, each with diameter W, arranged in a circle of diameter
D. D and W are varied to change the difficulty level of the task.

cal robot’s console. One such method is Fitts’s law which is a widely accepted powerful

tool for modeling human movement. Although Fitts’s law was introduced in 1954 orig-

inally (Fitts, 1954), the first application of it to HCI was by Card et al. (1978) in 1978

for comparison of different input devices. Fitts’s law is a linear relation between task

completion time and the difficulty of the task. The difficulty of the task is described

by two parameters as shown in Figure 6.1. The first parameter, D, is the distance the

cursor (which is driven by the user’s hand) has to travel to the target (red ball). The

second parameter is W which is the width of each ball. Each level of difficulty that

the user encounters is defined by the different values of D and W . Mathematically, the

performance of an individual person for a given task is described by a linear equation

shown in Equation 6.1

t = a+ b ID (6.1)

where ‘t’ is the Movement Time (MT ) to reach the target in seconds, ID (Index

of Difficulty) is a measure of the difficulty of a given task, a refers to the minimum
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time required to complete the easiest task (ID = 0) and b describes how MT changes

as ID changes. Both a and b depend on the choice of the input device, which is the

surgical robotic console. The measure of the Index of difficulty is computed by the

ratio D/W . Thus, as the distance D decreases or the width W increases, the task

becomes progressively easier as the surgeon’s hand has to traverse shorter distances

to reach a larger target. Similarly, as D increases or W decreases, the task becomes

progressively harder. Mathematically, the values of D/W can, therefore, range from 0

to infinity. In order to scale this down, the next step in constructing the measure of the

Index of Difficulty is to use the logarithm of D/W . Although this makes the scale more

manageable, we still have to deal with the possibility of log(0). Hence we measure the

Index of Difficulty by calculating the log of (D/W + 1). For this purpose, we use a

log base 2 scale so that when D = W , the Index of Difficulty becomes 1. Hence, we

define the Index of difficulty according to the equation 6.2 below given by Soukoreff

and MacKenzie (2004).

ID = log2

(
D

W
+ 1

)
(6.2)

A measure of performance of a user in carrying out the selection of targets is termed

as throughput (MacKenzie and Isokoski, 2008). It refers to the number of targets se-

lected per unit time. In the context of robotic surgery, throughput indicates how quickly

the surgeon selects the target during robotic surgery training.

High throughput is demanded in robot-assisted surgeries, especially Urological and

Neurological surgeries, which involve a precise selection of microscopic tissues quickly.

The movement scale settings are already existing in the da Vinci® surgical robot and

are given as Normal (1:1/2), Fine (1:1/3), and Ultra-fine (1:1/5) scales. However, quan-

tification of performance in these scales has not been reported yet.

6.2.1 Literature review on 3D Fitts’s MST

The concept of scaling in visual and motor domains are widely studied (Coutrix and

Masclet, 2015; Browning and Teather, 2014; Chapuis and Dragicevic, 2008). In Chap-

ter 4, we studied various movement scales for 2D tapping tasks using Fitts’s law. The

results have shown that the performance was an inverted U-shaped function of the
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movement scale. The same tapping tasks can be extended to 3D Virtual Reality (VR),

where the user perceives depth information. Current literature has extended Fitts’s law

application from 2D to 3D virtual environments where depth influences performance

(Balakrishnan, 2004; Teather et al., 2014; Pfeiffer and Stuerzlinger, 2015). Each of

these papers mentions methods by which Fitts’s law in the 2D virtual world can now be

applied to a 3D virtual environment. However, Balakrishnan (2004) suggests that Fitts’s

law may not always hold in all VR conditions. Other studies suggest that Fitts’s law

fails in selection tasks where the target size is of few pixels (Chapuis and Dragicevic,

2008, 2011). The problems in the acquisition of small targets are well established in

the HCI research literature (Chapuis and Dragicevic, 2011). Teather et al. (2014) have

shown that Fitts’s law holds when the 3D pointing task is performed with the stereo-

scopic monitor. They also observed that depth perception influences the performance

of the participants. This result was confirmed later by Chun et al. (2004) and Pfeiffer

and Stuerzlinger (2015).

Fitts’s law holds well in 3D coordinated hand movements (Coelho and Verbeek,

2014; Zeng et al., 2012) in which hand tracking is done by IR tracking devices such as

Kinect™ and Leap Motion™. The law is also used for the gaze-based tasks (Hansen

et al., 2018; Qian and Teather, 2017), which have shown that the throughput is lesser

compared to that of using a mouse or hand-held controllers.

Our previous work (Isaac et al., 2018) found an optimum movement scale in a 2D

environment by considering four different movement scales in the macro range (1:2,

1:2 4, 1:3.3, 1:4.9). The following are the differences in the present work compared

to our previous work: First, the environment used in the present study is 3D, which

involves depth effect, and it is an entirely immersive VR space, whereas the previous

study is a desktop screen which is not fully-immersive. Second, the movement scales

considered in the present work are less than one (micro-scale), whereas the previous

work involved macro scales. When the movement scale is less than 1, there is a diminu-

tion of output movement for any specific input movement. Third, the present study’s

comparison of throughput with and without tactile feedback was not part of the earlier

study. Fourth, unlike the earlier work, which used conventional Fitts’s law, the current

work uses modified Fitts’s law which is defined in the next section. Finally, the previous
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Fig. 6.2: The setup used to perform the experiment. The subject is made to sit in a chair
comfortably, and their arms are resting on the table in front, as shown in Fig-
ure 6.2a. Figure 6.2b is the view of the experiment in the virtual environment,
while Figure 1b shows the real-world perspective of the experiment. The sub-
ject is made to sit comfortably on a chair with their arms resting on the table to
prevent fatigue during the experiment. The virtual dummy is shown to repre-
sent the position of the subject during the experiment and is not present during
the actual experiment. A magnifier is shown on the left and is positioned in
front of the subject that offers an FoV of 50◦. The ring of circles is illuminated
by a small light that causes a shadow that is used for depth cues.

work uses throughput as the only performance measure of the task, whereas the current

work emphasizes quantification of performance in an MST through speed, dexterity,

and precision along with throughput.

6.3 Materials and Methods

Our objective is to propose a training system and demonstrate its effectiveness in im-

proving the performance of virtual psychomotor tasks. In this section, we show the

construction and working of the training system. We also explain the parameters used

to objectively quantify and analyze the performance of the user. The experiment is per-

formed in a 3D virtual environment designed in such a way that the subject can perform

MST, similar to operating a generic surgical robot console.
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6.3.1 Apparatus Setup and Specifications

The experiment was conducted in a room with the temperature set at 24◦C (this is

considered a comfortable temperature given the geographical and cultural context of

the venue where the experiment was conducted), where the subject is made to sit in a

chair comfortably and their arms resting on the table in front, as shown in Figure 6.2a.

The experiment was conducted using the HTC Vive™ which consists of a head-

mounted display (HMD) with two base stations for tracking, positioned at opposite

ends of the room. The Organic Light Emitting Diode (OLED) display embedded in the

HMD provides a refresh rate of 90 Hz and an FoV of 110 degrees, making sure that the

user is completely immersed in the VR environment. The user holds a Vive controller,

as shown in Figure 6.2a, for interacting with the virtual environment. They are used

to track the position of the user’s hands in real-time with sub-millimeter level accuracy

and map them into the virtual environment space. The Vive™ controller also provides

vibrotactile feedback (VTFB) by means of an embedded linear resonant actuator (LRA).

It is an electromagnetic device that can produce vibrations at 235 Hz. The latency

between the movement of the Vive™ controller and the movement of the cursor in

the VR environment was measured and is in the range of 10-20 ms. The effect of

latency on the subject can be neglected since the latency of the system is well below

the allowable limits as per Gourishetti et al. (2018) for visual-haptic feedback. The

virtual environment shown in Figure 6.2b is created using the Unity 3D game engine

(Helgason, 2004) along with the SteamVR SDK (Valve, 2003).

6.3.2 Subject Selection Criteria for the Study

We conducted the experiment with fifteen subjects with a mean age of 25.3 years ± 4.7

years.

Inclusion criteria: Healthy subjects in the age range from 21 - 30 years. None of

the subjects should have any prior knowledge of our hypothesis, experimental environ-

ment, or experience in VR.

Exclusion criteria: Subjects with any neurological motor or sensory disorders.

Presence of any visual deficits despite corrected vision.
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The experimental protocol stated in Section 6.3.3 below was explained to all the

subjects clearly. Any questions they had were answered to their satisfaction, and they

were given a trial to familiarize themselves with the equipment before the start of the

actual experiment. Subjects received no remuneration, and there were no fees to partic-

ipate in this study.

6.3.3 Experimental Procedure

The experimental task performed by the subjects is a modified version of the ISO 9241-

9 standard (2002) multi-tapping experiment ISO (2000).

Virtual Environment Setup

The VR environment consists of a virtual room in which the subject is made to sit in

front of a table, as shown in Figure 6.2a. Every subject carries out the entire study

with a fixed level of zoom in order to be able to see microscopic objects. In a totally

immersed 3D VR environment, zooming in to see small objects can create a vertiginous

effect on the user. In the real world, such an effect can be nullified by the user by taking

his view off the field and looking at a standard 1:1 magnified world. However, in our

experimental protocol, since the subject is using an HMD, the only way to look away

from the zoomed VR world is by dismounting the HMD. This creates a noticeable and

laborious interruption to the experiment. We, therefore, devised a visual magnifier in the

VR environment that allows the subject to zoom in on the target. During any vertiginous

episode, the subject can look away from the magnifier, even in the virtual environment,

to get back to a 1:1 VR world without zoom. This avoids the necessity for the HMD to

be dismounted. The experiment can then continue smoothly when the subject returns

to look through the magnifier. Thus, we have placed in the VR environment a virtual

visual magnifier. This offers a 50◦ field of view.

Through the virtual visual magnifier, the subject can see nine virtual spheres of di-

ameter W arranged in a large ring of diameter D on a plane inclined 50◦ to the table,

as shown in Figure 6.2b. The spheres are all colored white, and one of the spheres is

highlighted in red, which is the target sphere. The subject holds the Vive™ controller

using their dominant hand to control a virtual cursor, which mimics a typical surgical
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Table 6.1: Set of (D,W ) pairs used for the experiment. These pairs are selected such
that they cover a good range of ID values for the experiment. The table is
sorted by descending order of ID.

Set D (mm) W (mm) ID (bits)
Pair 1 5 8 0.70
Pair 2 8 6 1.22
Pair 3 10 4 1.81
Pair 4 15 6 1.81
Pair 5 20 4 2.58
Pair 6 15 2 3.08
Pair 7 10 1 3.46
Pair 8 20 1 4.39

tool. The ring of spheres is illuminated by the magnifier such that a shadow is formed

behind it. The shadow serves as a depth cue for the subject during the task. Another

depth cue is provided by the stereoscopic rendering of the magnifier (the view is ren-

dered for each eye separately, thereby mimicking a real magnifier). The origin of the

nine spheres is the lowermost sphere in the ring. This origin is chosen such that the

subject can rest their hands on the table during the experiment and avoid fatigue during

the task.

The task to Perform - Microscopic Selection Task

The task of the subject is to move the cursor to the target sphere and select it as fast

as possible by clicking the Vive controller. The subject is encouraged to click as close

to the center of the target sphere as possible. Once the target sphere is selected by the

cursor, another sphere diagonally opposite to the current sphere becomes the target

and the process repeats. This repetition occurs once for each sphere (totaling nine

repetitions), and then the D and W change to a new set. The set of D and W values

is predefined initially, as shown in Table 6.1. Each pair of (D, W ) is given to each

subject exactly once from Table 1 in random order until all the pairs are exhausted.

This reduces the learning bias that may occur during the experiment. The (D, W ) pairs

used in this experiment consists of smaller ranges as compared to that from Table 5.2

as the task in question is the Microscopic Selection Task. The first four pairs (Pairs 1 to
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4) corresponds to small tasks such as ENT procedures involving small bones in the ear.

The next 4 pairs (Pairs 5 to 8) are tougher tasks which can be compared to micro tasks

such as brain aneurysm surgery (Linfante and Wakhloo, 2007).

There are two different variations of our experiment; one is with VTFB every time

the cursor collides with the target to be selected, and another is without VTFB in which

the subject purely relies on the visual cues only. The subjects perform the experiment

in both variations.

Movement Scale

The movement scale in this work refers to the ratio between the distance traveled by

the subject’s Vive controller (x) to the distance traveled by the virtual cursor (x/r), as

shown in Figure 6.3. When the Vive controller moves a distance x in the real world, the

cursor moves by a distance x
r
. When r = x, the movement of the cursor is the same as

the movement of the Vive controller. When r < x, the movement of the cursor is lesser

than the movement of the Vive controller. The experiment involves five different scales

(1:1, 1:1
2
, 1:1

3
, 1:1

4
, 1:1

5
).

Protocol of the experiment

The 15 subjects were divided into two groups, as follows: Group A with 7 subjects and

Group B with 8 subjects.

Step 1: Instruct the subject to read the informed consent and fill out an initial question-
naire before and a feedback questionnaire after the experiment.

Step 2: Request the subject to sit comfortably on a chair and to hold the Vive controller
while resting their arms on the desk. After sitting, help them wear the HMD.

Step 3: Explain to the subject that their task is to look through the virtual magnifier, to
select the target sphere in the virtual space as close to the center of the sphere as
possible by clicking on the Vive controller, and then to traverse as fast as possible
to the next red target sphere.

Step 4: Inform the subject to look away from the magnifier within the VR environment
in the event of any vertiginous episode resulting from the zooming effect of the
magnifier.

Step 5: Provide a preliminary trial task to the subject to get acquainted with the VR envi-
ronment and the experiment.
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Fig. 6.3: Illustration explaining the concept of scale. When the Vive controller moves
a distance x in the real world, the cursor moves by a distance x

r
. The value of

r ranges from 1 to 5 as in scale 1:1
r
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Step 6: Begin the actual experiment. At the end of each set, provide a break of 2 minutes.

Step 7: Provide the tasks with VTFB first and then without VTFB for group A, whereas
for group B, provide the tasks in the reverse order.

Step 8: Instruct the subject clearly that they can stop the experiment at any point in time
if they feel any discomfort in performing the tasks.

If the experiment is stopped for any reason during a particular (D, W ) pair trial, then

that trial is repeated, and data from the previous incomplete (D, W ) pair trial is dis-

carded.

6.3.4 Quantification of the Microscopic Selection Task

Task Parameters

Several parameters are collected from the experiment performed on all the subjects.

These parameters are then used to find the performance of the subject using Fitts’s Law.

Movement Time (MT)

Movement Time is defined as the average time taken for the subject to select the nine

spheres for a particular (D, W ) pair. For each (D, W ) pair, the timer gets initiated

from the instant the subject selects the first target sphere until the next target sphere.

Consequently, 8 values get recorded for each trial. The average of these values indicates

Movement Time (MT ) in seconds for that particular (D, W ) pair.

Effective Index of Difficulty (IDe)

In certain surgical tasks, surgeons must select small tissues more accurately, sometimes

at the cost of speed during events such as debridement, cauterization, resection, and

suturing. Clicking at the center of the target sphere emphasizes the need to select target

tissues accurately in a VR environment. Based on these requirements, the D and W

given in Equation 6.2 are modified into effective diameter (De) and effective width (We)

(Jude et al., 2016; Isaac et al., 2018). We represents the average distance between the

point where the cursor is clicked and the center of the sphere, De represents the average
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Fig. 6.4: 2 x 2 Confusion Matrix for MST

distance from one sphere to another traversed by the subject with the cursor. Hence

Equation 6.2 is modified to give the effective index of difficulty IDe as in Equation 6.3

IDe = log2

(
De

We

+ 1

)
(6.3)

IDe is unique for each subject and depends on their performance during the experi-

ment. Performing tasks with low We and high De results in a better throughput. Hence

the subject is encouraged to click as close to the center of the target as possible to reduce

(We) and in the shortest time possible.

Throughput

Each subject performs a trial with 8 different ID values, as shown in Table 6.1. After

completion of all the trials for a given subject, these ID values translate into 8 different

IDe values with their respective MT s. These are then used to plot the relation between

IDe and MT by linear regression of data obtained for MT vs. IDe. The effective

throughput (Ip) is calculated as the inverse of the slope of the linear relation between

IDe and MT . This parameter is the main factor in quantifying the performance of the

subject in the experiment.

Sensitivity and Positive Predictive Value

We define True Positive Rate (TPR) as sensitivity which is defined below, and we define

Precision as Positive Predictive Value (PPV) which is also defined below. Since our
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objective is to compare the performance with VTFB and without VTFB, we calculate

the relative change in TPR and Precision (Powers, 2011; Ozenne et al., 2015; Simon

and Boring III, 1990; Schechter, 1998). In order to calculate the sensitivity and PPV,

the number of True Positives (TP), the number of False Positives (FP), and the number

of False Negatives (FN) are recorded, as shown in Figure 6.4. A TP is when the subject

correctly clicks inside the target sphere during a trial. An FP is when the subject clicks

outside the target sphere. An FN is when the subject enters the target but fails to click.

From these values, the sensitivity and PPV are calculated for each movement scale

as given in equations 6.4 and 6.5.

Sensitivity =
TP

TP + FN
(6.4)

PPV =
TP

TP + FP
(6.5)

Using the sensitivity of the tasks with VTFB and the tasks without VTFB, the relative

change in sensitivity and PPV are calculated as follows

Relative change in Sensitivity =
Sensitivitywith VTFB − Sensitivitywithout VTFB

Sensitivitywithout VTFB
(6.6)

Relative change in PPV =
PPVwith VTFB − PPVwithout VTFB

PPVwithout VTFB
(6.7)

Data Analysis

According to Jude et al. (2016), using a means-per-user and mean-of-means method

instead of the method by Soukoreff and MacKenzie (2004) improves the goodness-of-

fit (R2) and Pearson’s r coefficient. This is due to the fact that the variance of the MT

increases when the difficulty of the task increases; hence fitting a line to these points

could have errors. Therefore, in our work, we implement the mean-of-users and then

the mean-of-means approach, which reduces these errors.
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(a) Movement Time vs IDe at movement
scale 1:1

(b) Movement Time vs IDe at movement
scale 1:1/2

(c) Movement Time vs IDe at movement
scale 1:1/3

(d) Movement Time vs IDe at movement
scale 1:1/4

(e) Movement Time vs IDe at movement
scale 1:1/5

(f) Throughput vs. movement scale with and
without VTFB

Fig. 6.5: Consolidated Results showing MT versus ID obtained from the experiment
which shows one plot for each scale setting (1:1, 1:1

2
, 1:1

3
, 1:1

4
, 1:1

5
) used in

the experiment. In each plot, the black asterisks correspond to the experiment
conducted with tactile feedback, and the red circles correspond to the exper-
iment conducted without tactile feedback. Similarly, the black line and the
red line correspond to the linear fit using the black points and the red points,
respectively. The inverse of the slope of these fits is the throughput (subplot f)
of the participants in the specified scale setting. We can observe that the slope
is positive in all the cases (MT increases with ID), leading to the validity of
Fitts’s law. The corresponding error bars represent the standard deviation of
each scale.
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6.4 Results and Discussion

Our main objective is to quantify the psychomotor performance of a surgeon, training to

carry out microscopic selection tasks (MST). This is conducted in a fully-immersive 3D

virtual environment where the trainee undergoes tasks with varying levels of difficulty.

We have designed our experiments to find a user-specific optimum movement scale by

measuring throughput in MST for each scale (1:1, 1:1
2
, 1:1

3
, 1:1

4
, 1:1

5
). Moreover, the

throughput, sensitivity, and PPV improvements for the tasks with and without VTFB

are also studied.

6.4.1 Fitts’s Task

The movement Time (MT ) data collected from our experiments (with and without

VTFB) are consolidated and shown in Figure 6.5, where each plot corresponds to a

scale (1:1, 1:1
2
, 1:1

3
, 1:1

4
, 1:1

5
), which shows that the MT increases as IDe increases.

In each scale setting, 15 subjects performed the experiment twice (with and without

VTFB). This results in two sets of points (IDe , MT ), one with VTFB and another one

without VTFB. In order to calculate the throughput, a linear regression model is used.

The IDe is rounded to one decimal point, resulting in multiple MT s for each IDe. The

mean of these MT s is calculated per unique IDe and plotted in Figure 6.5. Any point

with an MT higher than the 20s (chosen as it is 2-sigma away from the mean MT )

was considered an outlier and was removed from the plot. The remaining points were

then used for the linear fit. The linear fit is evident in Figure 6.5 for both the tasks with

and without VTFB. For both linear fits, Pearson’s r coefficient is above 0.8, and the

goodness-of-fit is above 0.6.

The IDe, in our experiment, ranges from 1 bit to 5.5 bits, where the latter can be

considered a most difficult task. In all the cases, we have a visual magnifier with fixed

magnification through which the entire ring of spheres can be visualized.

6.4.2 Significance Tests

Group A with 7 subjects performed tasks without VTFB first and then with VTFB, and

group B with 8 subjects performed the same tasks in the reverse order. The movement
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Table 6.2: Pairwise Z-score test for throughput with VTFB. α = 0.05 and Zα = 1.645.

Scale 1:1/1 1:1/2 1:1/3 1:1/4 1:1/5
1:1/1 0 6.776 5.324 -2.342 -6.983
1:1/2 -6.776 0 -0.536 -10.607 -11.582
1:1/3 -5.324 0.536 0 -8.232 -10.594
1:1/4 2.342 10.607 8.232 0 -5.697
1:1/5 6.983 11.582 10.594 5.697 0

Table 6.3: Pairwise Z-score test for throughput without VTFB. α = 0.05 and Zα =
1.645.

Scale 1:1/1 1:1/2 1:1/3 1:1/4 1:1/5
1:1/1 0 0.25 0.15 1.683 -1.643
1:1/2 -0.25 0 -0.157 1.472 -2.048
1:1/3 -0.15 0.157 0 2.203 -2.558
1:1/4 -1.683 -1.472 -2.203 0 -4.613
1:1/5 1.643 2.048 2.558 4.613 0

Time (MT ) data from these two groups were analyzed to check whether there is a

component of learning that can bias the throughput results when VTFB is introduced

after the user has already performed the MST without VTFB. The Paired t-test analysis

has shown that the comparison of throughput between these two groups is not significant

(t(4) = −2.193, p = 0.151, for α = 0.05), which leads to the inference that the order

of introducing VTFB does not influence the performance. Therefore, all the data are

combined together for the quantification of psychomotor performance.

Pairwise Z-score tests were performed between the throughput of movement scales

combining both groups (A and B) with and without VTFB. The results of the tests

are shown in Table 6.2 and Table 6.3. In what follows, we refer to a cell in the table

by its corresponding row and column. The green cell indicates that the throughput

of the movement scale in that cell’s row is significantly (p < 0.05) greater than the

corresponding throughput of the movement scale in its column. Conversely, the blue

cell indicates that the throughput of the movement scale in the cell’s row is significantly

(p < 0.05) lesser than the throughput of the movement scale in its corresponding column.

According to Table 6.2, at our significance level (α=0.05), there is an increase in

throughput when the scale is set to 1:1
4

and 1:1
5

with VTFB. This shows that finer move-

ments in the virtual world increase the overall throughput of the subject when perform-
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ing the MST. However, there is also a performance drop at scales 1:1
2

and 1:1
3
. This

could be due to the trade-off between IDe and MT. When performing tasks at a smaller

scale, movement Time increases, which reduces the throughput. When reducing the

scale even further, the subject clicks the target more towards the center, which increases

IDe. This increase is more than the increase in MT, which results in a lower slope, im-

proving the throughput. Hence the scales 1:1
4

and 1:1
5

yield higher throughput in terms

of precise movements. Natural 1:1 movements have higher throughput in terms of short

MTs.

The interpretation of each cell in Table 6.3 is similar to that of Table 6.2. In Ta-

ble 6.3, the throughput is high when the scale is 1:1
5

without VTFB compared to other

movement scales. However, the overall magnitude of the throughput across all scales is

significantly lower than that with VTFB. This is also seen in a paired t-test, where there

is a significant difference in throughput with VTFB (µ = 0.52, σ = 0.12) and without

VTFB (µ = 0.35, σ = 0.01); t(8) = 3.14, p = 0.013. This proves that using VTFB is

preferable when performing MST. On the whole, the results suggest that the throughput

is higher for the tasks with VTFB leading to the need for VTFB in surgical robots and

training simulations for robotic surgery.

6.4.3 Role of Tactile Feedback

It is evident from Figure 6.5f that throughput is improving as the movement scale de-

creases for tasks with VTFB. In our study, with the range of five movement scales used,

it can be seen that movement scales less than 1
3

result in significant (p < 0.05) improve-

ment in throughput. However, for the tasks without VTFB, there is no improvement in

throughput as the movement scale decreases. In the current literature, the relation be-

tween the throughput and the movement scale is an inverted U-shaped curve for macro

scales. However, our results do not exhibit this relationship with or without VTFB. The

reason could be that the experiment involves micro scales.

The sensitivity and PPV are calculated from the TP, FP, and FN data collected dur-

ing the experiment. Relative change (percentage) of the sensitivity and PPV with VTFB

with respect to that without VTFB are calculated and shown in Figure 6.6a and Fig-

ure 6.6b, respectively. When we consider Figure 6.6a, there is a significant (p < 0.05)
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(a) Relative change in sensitivity (b) Relative change in PPV

Fig. 6.6: The relative change of sensitivity and PPV for each scale. Each bar in the plots
is the relative change of the sensitivity and PPV of the tasks with and without
VTFB. The corresponding error bars represent the standard deviation of each
scale.

improvement in the relative sensitivity for the cases with and without VTFB. It is ob-

served that the sensitivity is improving for the case with VTFB, especially on scales

1:1/3 and 1:1/5. Moreover, the relative PPV in Figure 6.6b shows a significant (p <

0.05) improvement for cases with and without VTFB, especially on a scale of 1:1/3.

The overall effect is that the use of VTFB improves the performance of the task as the

movement scale decreases.

6.4.4 Robotic Surgical Skills Training Simulation

Surgeons are being trained to use surgical robots. This is now part of surgical training

curricula in the last few years (Collins et al., 2018; Satava et al., 2019). Virtual Reality

simulations can be considered a better training tool as the skills learning method can be

self-driven, mentor free, and it can use modifiable levels of difficulties and challenges

(Lee and Lee, 2018; Mazur et al., 2018; Goldenberg et al., 2018). There are three

different skills considered in training for the use of surgical robots: technical, non-

technical, and cognitive skills.

Training surgeons to use surgical robots and monitoring performance prior to actual
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patient use is essential to the efficient utilization of both surgeons’ skills and robots’

capabilities. It is this training, learning, and monitoring using HCI laws that provide

the possibility for the surgeon to perform better and for the robots to be fully utilized.

Training systems such as the one proposed in this work seek to fulfill these require-

ments.

6.5 Conclusions

The objective of this study is to quantify the psychomotor performance of microscopic

selection tasks (MST) in a fully immersive 3D virtual environment that can be used

in training with surgical robots. We have adapted Fitts’s law which has been used ex-

tensively in the literature on HCI to quantify psychomotor performance. We conclude

from our throughput curve that there is no optimum movement scale less than 1:1, and

there is a significant improvement in the throughput of MST with vibrotactile feed-

back (VTFB). From our experiment, we infer that the implementation of VTFB in real

and training scenarios for surgical robots has a significant impact on performance, as

mentioned in our results. Furthermore, the quantification method described here can

be implemented in psychomotor skills assessment for robotic surgery and training cur-

ricula. The experiment can be tested in surgical robots such as da Vinci® , ZEUS® ,

and ROSA® in the future to quantify psychomotor skills along with the incorpora-

tion of VTFB in those robots. The goal to improve both the sensitivity and PPV along

with speed for target manipulation must form an essential part of an adequate training

module in robotic surgery training curricula.

The current study can be extended in many ways: 1) The haptic feedback consid-

ered here is a high-frequency vibration. In addition, we can incorporate proprioceptive

feedback into the simulation. 2) It involves only one-handed tasks; it can be extended

to two-handed Fitts’s tasks mimicking the surgical robotic console. 3) It considers a

fixed magnification for a virtual visual magnifier, and this can be extended to variable

magnification levels for studying the performance of MST under different magnifica-

tion levels. 4) One of the inclusion criteria for subjects in this study is that they are

naive to the performance of MST. Future work can involve surgical trainees and ex-
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perienced surgeons. 5) Finally, the communication delay between the real and virtual

environments is not considered in the current study. Communication delay is usually

present when real surgical robots use haptics. In our future work, we can simulate the

delay due to the tactile or proprioceptive feedback and study the resulting psychomotor

performance.

The microscopic selection task described here, along with the quantification by

Fitts’s law, can be a psychomotor performance assessment tool. By using the task

and analysis described here, mentor-free skills learning in robotic surgery through a

quantifiable VR simulation can be achieved.
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CHAPTER 7

CONCLUSIONS

The aim of this thesis was to develop a 3D hand tracker that will utilize biomechanical

constraints as a closed-form equation. This thesis also analyzed existing 3D interfaces

to provide an optimum setting using Fitts’s Law.

7.1 Objectives Achieved

The objectives of the research were achieved as follows:

7.1.1 Objective 1 - Realistic 3D Hand Tracking

Biomechanical filter

The first part of the objective was to design a biomechanical filter that can correct the

hand pose such that it guarantees zero anatomical error while maintaining low deviation

from the ground truth pose (Chapter 2). The filter is modular and can be easily plugged

into existing hand trackers with little or no modifications. The results showed that

the filter does improve the current state-of-the-art trackers when used in 10% strength,

and it was also shown that the state-of-the-art trackers have high errors in terms of

anatomical rules and bounds.

Integrate the biomechanical filter to a CNN

The second part of the objective was to design a neural network that incorporates the

biomechanical filter at the architecture level such that it increases the speed of computa-

tion and efficiency of the network (Chapter 3). We proposed a novel framework called

the SSC-CNN for 3D hand pose estimation with biomechanical constraints. The net-

work has biomechanical rules and bounds encoded in the architecture level such that the

resulting hand poses always lie inside the biomechanical bounds and rules of the human



hand, and no post-processing is required to correct the poses. Our framework was com-

pared to several state-of-the-art models with two datasets. Experiments have shown that

the SSC-CNN has comparable results but with no anatomical errors, whereas the state-

of-the-art models have very high anatomical errors. The ground truth of the datasets

also has anatomical errors, and anatomically error-free versions were created.

7.1.2 Objective 2 - Scaled Human-Computer Interactions

Quantification of 2D HCI

The first part of this objective was to analyze the effect of changing the control display

ratio of 2D interfaces and quantify the scaled interactions of the user using those 2D

interfaces (Chapter 4). We have used the Fitts’ Law for quantifying the user’s perfor-

mance on different scales and have shown that at an optimum control movement scale,

users perform better than natural movements. The Fitts’ Law also proved to show its

validity in scaled conditions with adequate r2 values in all the scales. The Fitts’ re-

gressions were visualized, and it was found that the performance of the participants

increases significantly when the scale increases and has an optimum range as well. The

experiment discussed in Chapter 3 (the modified multi-directional tapping task) was

successful in deriving critical data about the characteristics of the participants, and fur-

ther details such as a common trend in the group and classifications within groups can

be acquired when more participants are present.

Quantification of 3D HCI

The second part of this objective was to upgrade the quantification method to analyze

and quantify 3D interfaces (Chapter 5). We validated the effect by comparing the per-

formance of the same task in two different VEs, namely the Active One-walled 3D

Projection (AOP) and Head Mounted Display (HMD). Two variations of the AOP were

performed, namely AOP type A (AOP-A), where the participant faces the screen with

their torso facing forward towards the screen, and AOP type B (AOP-B), where the par-

ticipant faces the screen with their torso rotated 90◦ clockwise from the screen. Fitts’s

Law was used as a tool to quantify the performance in the two VEs, and we have shown
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that the performance in AOP-A is significantly lower than that of the HMD, but the

performance in AOP-B is significantly higher than both HMD and AOP-A. We ob-

served that the CD ratio of 1:2 is optimum in AOP-B, and there is no optimum CD

ratio for HMD and AOP-A. This performance drop in AOP-A from AOP-B was due to

the conflict between the virtual hand and the real hand. This conflict we referred to as

the Virtual Kinaesthetic Conflict or VKC. Guidelines for avoiding the VKC have been

provided.

Quantification of 3D microscopic selection task

The third part of this objective was to utilize the 3D quantification method in an ap-

plied environment such as robotic surgery (Chapter 6). We have adapted Fitts’s Law

which has been used extensively in the literature on HCI to quantify psychomotor per-

formance. We conclude from our Throughput curve that there is no optimum Move-

ment Scale less than 1:1, and there is a significant improvement in the Throughput

of MST with vibrotactile feedback (VTFB). From our experiment, we infer that the

implementation of VTFB in real and training scenarios for surgical robots has a signif-

icant impact on performance, as mentioned in our results. Furthermore, the quantifica-

tion method described here can be implemented in psychomotor skills assessment for

robotic surgery and training curricula. The experiment can be tested in surgical robots

such as da Vinci® , ZEUS® , and ROSA® in the future to quantify psychomotor skills

along with the incorporation of VTFB in those robots. The goal to improve both the

Sensitivity and PPV along with speed for target manipulation must form an essential

part of an adequate training module in robotic surgery training curricula.

In light of the objectives discussed, the answers to the hypotheses stated before are

as follows:

(a) Improving the realism of hand poses predicted by the state-of-the-art trackers
using biomechanical aspects improves the accuracy as compared to the poses
without implementing such concepts.

(b) A hand pose estimator can, in fact, guarantee zero anatomical error while main-
taining low deviation from the ground truth pose.

(c) Higher control movement scale, in general, can be better than natural kinaesthetic
movements (where control movement scale = 1:1) in tasks that require extended
accuracy using 2D interfaces.
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(d) Higher control movement scale, in general, can be better than natural kinaesthetic
movements (where control movement scale = 1:1) in tasks that require extended
accuracy using 3D interfaces.

(e) HCI-based quantification methods can be used as a training tool for important
tasks such as computer-based surgery.

7.2 Limitations
• The biomechanical filter’s computational requirements are high since the angles

and bounds are calculated and compared for each joint in the hand. This process
increases the time taken to estimate output for each input frame and runs at lower
speeds when running real-time tracking.

• The SSC-CNN has a limitation in which the training phase requires data pre-
processing to derive the joint angles as these angles were not available in the
datasets used. Another limitation is that our hand pose estimator does not take
the velocity of the joint movements into consideration when correcting them. The
angular velocity of the joints also has biomechanical constraints, and these will
be incorporated in future works for the model. Although the model is highly
robust for varying palm sizes, extreme cases like estimating the hand poses of
children may result in inaccurate poses as the dataset used for training does not
cover young children’s hands and can be investigated in a future work.

• Regarding the quantification of 2D interfaces, the work assumed a typical com-
puter input device position for the experiment. If this position changes, the scales
may vary with respect to the relative functional reach of the user.

• Regarding the quantification of 3D interfaces, the cursor used for the experiment
is a generic hand model. This was selected due to its analogy with real human
hands pointing and selecting an object.

7.3 Recommendations for Future Work
(a) For the biomechanical filter, our future work is to optimize the filter to compute

angles and bounds in fewer functions and reduce the time taken to estimate the fil-
tered pose. Optimized methods such as inverse kinematics-based modeling (Aris-
tidou, 2018) methods can effectively correct the joints in real-time. Future works
also include utilizing the Law of mobility as per Manivannan et al. (2009), which
states that the two-point discrimination improves from proximal to distal body
parts. Hence, the filter’s strength can be changed from the hand’s proximal parts
towards the hands’ distal part. Other future works include enhanced optimiza-
tions such as implementing the filter function into the model architecture itself
instead of attaching the filter at the end of the model. The baseline model used in
Chapter 2 highlights the importance of using anatomical rules during training and
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can improve the model’s accuracy, not only in anatomical correctness but also in
pose error.

(b) Future works for SSC-CNN include using synthetic datasets such as the MANO
hands (Romero et al., 2017) so that the ground truth will be assured of the hands’
true location along with children’s hand poses. Using these synthetic datasets,
we can also compare the spectrum of poses covered by the currently available
datasets and hence cover a broader spectrum of poses for training. Analyzing the
history of the hands’ motion using methods such as recurrent neural networks
(Yoo et al., 2020) instead of processing only one instance of the hand can avoid
erratic motions during self-occlusions and will be investigated in another study
for adding the feature to the SSC-CNN. The history can include the velocity and
acceleration of the joint motions, which also have biomechanical bounds and
further enhance the pose realism during hand motion tracking.

(c) Regarding future works on the quantification of 2D interfaces, we can perform
the experiment on more participants and on higher scales for more derivations.
We also intend to experiment with different haptic input devices such as an Om-
niPhantom and surgical devices which require precision, such as the Da Vinci® sur-
gical system. We plan to derive results based on the different devices to get their
characteristic curves. In this case, the experiment may also be extended to incor-
porate 3D movement in the system with varying haptic feedback. The scale may
also be less than one for some systems, and this factor needs investigation.

(d) Future works regarding the quantification of 3D interfaces include investigating
the presence of VKC in other VEs such as the CAVE (CAve Virtual Environment)
and monocular head-based displays. While we used the selection task in the cur-
rent study, other tasks can also be investigated to find the optimum performance
and CD ratio, such as reaching tasks and manipulation tasks. We can also study
the effect of CD ratios lesser than unity on these tasks for different VEs.

(e) The current study for the quantification of the 3D microscopic selection task can
be extended in many ways: 1) The haptic feedback considered here is a high-
frequency vibration. In addition, we can incorporate proprioceptive feedback
into the simulation. 2) It involves only one-handed tasks; it can be extended to
two-handed Fitts’s tasks mimicking the surgical robotic console. 3) It consid-
ers a fixed magnification for a virtual visual magnifier, and this can be extended
to variable magnification levels for studying the performance of MST under dif-
ferent magnification levels. 4) One of the inclusion criteria for subjects in this
study is that they are naive to the performance of MST. Future work can involve
surgical trainees and experienced surgeons. 5) Finally, the communication delay
between the real and virtual environments is not considered in the current study.
Communication delay is usually present when real surgical robots use haptics. In
our future work, we can simulate the delay due to the tactile or proprioceptive
feedback and study the resulting psychomotor performance.
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CHAPTER 8

Pilot study for comparing realistic hand poses

8.1 Introduction

In order to study the perceived realism of the hand poses rendered by the SSC-CNN

hand tracker, we compared the hand poses predicted by the SSC-CNN to the same pose

predicted by the A2J hand tracker.

8.2 Details of the pilot study

We have conducted a pilot study on 15 participants and shown each of them the results

of 10 hand frames by the SSC-CNN and the same frames by the A2J hand tracker. The

pose predicted from the models are shown to the participants but order of presentation

of the two poses from the two models was randomized (sometimes the pose from A2J is

shown first with the pose from SSC-CNN shown second and vice versa). The question

we ask the participant is which hand pose is more natural and realistic (first or second).

The reply of each participant is then noted down.

8.3 Results of pilot test

From the results, all 15 pointed out poses from the SSC-CNN as the more natural pose

as compared to that from the A2J tracker. When questioned for details, some partici-

pants stated that the fingers look awkward in few of the poses that were from the A2J

tracker. The pose are shown in Figure 8.1



(a) SSC-CNN (b) A2J (c) SSC-
CNN

(d) A2J (e) SSC-CNN (f) A2J

(g) SSC-
CNN

(h) A2J (i) SSC-CNN (j) A2J (k) SSC-
CNN

(l) A2J

(m) SSC-
CNN

(n) A2J (o) SSC-CNN (p) A2J (q) SSC-
CNN

(r) A2J

(s) SSC-CNN (t) A2J

Fig. 8.1: The rendered poses for pilot test of realism.
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