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ABSTRACT 

 

 

KEYWORDS: Serotonin, Dopamine, Reinforcement Learning, Risk, Reward, 

Punishment, utility, Basal ganglia, Parkinson’s Disease, DA, 5HT, D1R MSN, D2R 

MSN, D1R-D2R co-expression MSN 

The research work presented in this thesis proposes a computational model that 

reconciles the various functions of neuromodulators dopamine (DA) and serotonin 

(5HT) in the basal ganglia (BG), viz., risk sensitivity, time scale of reward-

punishment prediction, and reward-punishment sensitivity. A utility-based approach is 

proposed to be more suitable to model the actions of DA and 5HT in the BG, 

compared to the purely value-based approaches adopted in existing literature.  The 

value function represents the expectation of the sampled reward outcomes, while the 

utility function is a combination of value and risk function that captures the variance 

associated with the observed reward samples. The thesis begins with an abstract, 

utility-based model that reconciles three divergent functions of DA and 5HT in BG-

mediated decision making processes. This is further developed into a network model 

representation of the BG in the later chapters of the thesis. 

  

 Basal Ganglia (BG) is a group of subcortical nuclei involved in wide ranging 

functions such as cognition and decision making, voluntary motor control, timing, 

procedural memory and emotions. The diverse functions of the BG are coordinated by 

key neuromodulators including DA and 5HT. Loss of dopaminergic cells in 

Substantia Nigra pars compacta, a mesencephalic nucleus, is the primary etiology for 

Parkinson’s disease (PD), a neurodegenerative disorder. There is evidence that, in 

addition to DA deficiency, PD is characterized by serotonergic changes. Models of 

the BG often aim to explain functions of BG in both control and PD conditions. The 

series of models presented in this thesis also seek to explain the BG functions in 

control and pathological conditions. 

 

 A large body of modeling literature has grown around the idea that the BG system 

is a Reinforcement Learning engine. A quantity known as temporal difference (TD) 

error is thought to be analogous to dopamine signal, while another parameter called 
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the discount factor or time scale of prediction, is related to 5HT. The first 

computational model of the BG presented in this thesis (Chapter 4), applies these 

ideas to explain impairments in Parkinsonian gait (Muralidharan et al., 2014). We 

then introduce the utility function, as a preparation to the full abstract model presented 

later in Chapter 5, and explain features of precision grip performance in control and 

PD conditions (Gupta et al., 2013). 

 

 Although empirical studies show that 5HT plays many functional roles in risk-

reward-punishment learning, computational models mostly focus on its role in 

behavioral inhibition or time scale of prediction. Then presented is a abstract, RL-

based model of DA and 5HT function in the BG, a model that reconciles some of the 

diverse roles of 5HT. The model uses the concept of the utility function — a weighted 

sum of the traditional value function expressing the expected sum of the rewards, and 

a risk function expressing the variance observed in reward outcomes. Serotonin is 

represented by a weight parameter, used in this combination of value and risk 

functions, while the neuromodulator dopamine (DA) is represented as reward 

prediction error as in the classical models. The proposed 5HT-DA abstract model is 

applied to data from different experimental paradigms used to study the role of 5HT: 

1) Risk-sensitive decision making, where 5HT controls the risk sensitivity; 2) 

Temporal reward prediction, where 5HT controls time-scale of reward prediction, and 

3) Reward/Punishment Sensitivity, where punishment prediction error depends on 

5HT levels. Thus this abstract and extended RL model explains the three diverse roles 

of 5HT in a single framework. The model is also shown to be efficient in explaining 

the effects of medications on reward/punishment learning in PD patients  

(Balasubramani et al., 2014). 

 Little is known about the neural correlates of risk computation in the subcortical 

BG system. The later part of the thesis deals with a network model that is 

conservatively built from the earlier described abstract model. At the core of the 

proposed network model is the following insight regarding cellular correlates of value 

and risk computation. Just as the DA D1 receptor (D1R) expressing medium spiny 

neurons (MSNs) of the striatum are thought to be neural substrates for value 

computation, we propose that DA D1R and D2R co-expressing MSNs that occupy a 

substantial proportion of the striatum, are capable of computing risk. This is the first-
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of-its-kind model to account for the significant computational possibilities of these co-

expressing D1R-D2R MSNs, and describes how the DA-5HT mediated activity in 

these classes of neurons (D1R-, D2R-, D1R-D2R- MSNs) contribute to the BG 

dynamics. Firstly the network model is shown for consistently explaining all the 

results emerging out of the earlier abstract model. This includes reconciling the 

multifarious functioning of the DA-5HT in the BG through the network model—risk 

sensitivity, timescale of reward prediction and punishment sensitivity. Furthermore, 

the network model is also shown to capture the PD patients' behavior in a probabilistic 

learning paradigm. The model predicts that optimizing 5HT levels along with DA 

medication might be quintessential for improving the patients' reward-punishment 

learning (Balasubramani et al., submitted). 

 All the above experiments tested the accuracy in the action selection. Finally a 

study to investigate the efficiency of the developed network model in a task analyzing 

the reaction times of subjects, is presented. This task also employs a probabilistic 

learning paradigm tested on healthy controls and PD patients with and without 

Impulse Control Disorder (ICD). Impulsivity involves irresistibility in execution of 

actions and is prominent in ON medication condition of PD patients. Therefore, four 

kinds of subject groups—healthy controls, ON medication PD patients with ICD (PD-

ON ICD) and without ICD (PD-ON non-ICD), OFF medication PD patients (PD-

OFF)—are tested. The proposed network model is able to infer the neural circuitry 

responsible for displaying ICD in PD condition. Significant experimental results are 

increased reward sensitivity in PD-ON ICD patients, and increased punishment 

sensitivity in PD-OFF patients. The PD-ON ICD subjects had lower reaction times 

(RT) compared to that of the PD-ON non-ICD patients. The models for PD-OFF and 

PD-ON are found to have lower risk sensitivity, while that of the PD-ON also has 

lower punishment sensitivity especially in ICD condition. The model for healthy 

controls shows comparatively higher risk sensitivity (Balasubramani et al., accepted). 
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CHAPTER 1 

 

INTRODUCTION 

 

 

1.1 Decision making,  the basal ganglia and reinforcement learning 

Decision making is related to making a choice from a set of potential alternatives as a 

response. Rewarding or punitive outcomes can shape future decisions. In 

psychological terms rewards and punishments may be thought to represent opposite 

ends on the affective scale. There have been efforts to find dissociable brain systems 

that code for processing rewarding and punitive outcomes (Liu et al., 2011). 

However, a stringent division of brain systems into reward and punishment systems 

was found to be inappropriate since neural correlates of reward often overlap with 

those of punishment as well (Rogers, 2011). The science of learning about the 

environment through outcomes (rewards and punishments) is called reinforcement 

learning (RL) (Sutton et al., 1998). We focus on a key area of the brain thought to 

implement  RL—the basal ganglia (Schultz, 1998b; Joel et al., 2002; Chakravarthy et 

al., 2010; Schultz, 2013). 

 Basal Ganglia (BG) are a set of nuclei situated in the forebrain, known to be 

involved in a variety of functions including action selection, action timing, working 

memory, and motor sequencing (Chakravarthy et al., 2010). A prominent theory, that 

has been gaining consensus over the past decade, seeks to describe functions of the 

BG using the theory of RL (Joel et al., 2002). RL theory describes how an artificial 

agent, animal or human subject learns stimulus-response relationships that maximize 

rewards obtained from the environment. According to this theory, stimulus-response 

associations with rewarding outcomes are reinforced, while those that result in 

punishments are attenuated. Experimental studies showing that the activity of 

mesencephalic dopamine (DA) cells resembles an RL-related quantity called 

Temporal Difference (TD) error  inspired extensive modeling work seeking to apply 

concepts from RL to describe BG functions (Joel et al., 2002). Thus RL theory is set 
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to account for the diverse and crucial functions of the BG, in terms of the reward-

related information carried by the DA (Houk et al., 2007; Schultz, 2010a).  

 BG consists of major pathways such as the direct pathway (DP), indirect pathway 

(IP), and few studies consider one another pathway, the hyperdirect pathway (HDP), 

connecting the input port (striatum) to the output port (Globus pallidum interna) of the 

BG (DeLong, 1990b; Albin, 1998; Nambu et al., 2002). The functional opponency 

between the DP and IP is the basis of a number of computational models of the BG, 

which describes the DP and IP pathways as Go and NoGo respectively, in view of 

their facilitatory and inhibitory actions on movement  (Redgrave et al., 1999; Frank et 

al., 2004). But the expansion of the Go-NoGo picture to Go-Explore-NoGo picture 

that includes the IP as a substrate for exploration allowed a much wider range of BG 

functions in a RL framework (Chakravarthy et al., 2010; Kalva et al., 2012; 

Chakravarthy et al., 2013). A principal case of dysfunctional BG is Parkinson's 

Disease (PD), a degenerative disorder caused primarily due to the death of 

dopaminergic neurons in SNc. Major symptoms of PD include rigidity, tremor, 

slowness and reduced movement, postural instability, festination, freezing of gait, 

speech disturbances, along with cognitive and emotional problems (Pereira et al., 

2006; Shulman et al., 2011).   

1.2 Modeling the roles of DA and 5HT in the BG 

Monoamine neuromodulators such as DA, 5HT, norepinephrine and acetylcholine are 

hailed to be the most promising neuromodulators to ensure healthy adaptation to our 

uncertain environments (Doya, 2002). Specifically, 5HT and DA play important roles 

in various cognitive processes, including reward and punishment learning (Boureau et 

al., 2011; Cools et al., 2011; Rogers, 2011). DA signaling has been linked to reward 

processing in the brain for a long time (Bertler et al., 1966). Furthermore the activity 

of mesencephalic DA neurons is found to closely resemble temporal difference (TD) 

error in RL (Schultz, 1998a). This TD error represents the difference in the total 

reward (outcome) that the agent or subject receives at a given state and time, and the 

total predicted reward. The resemblance between the TD error signal and DA signal 

served as a starting point of an extensive theoretical and experimental effort to apply 

concepts of RL to understand the functions of the BG (Schultz et al., 1997; Sutton, 
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1998; Joel et al., 2002; Chakravarthy et al., 2010). This led to the emergence of a 

framework for understanding the BG functions in which the DA signal played a 

crucial role. Deficiency of such a neuromodulator (DA) leads to symptoms observed 

in neurodegenerative disorders like PD (Bertler et al., 1966; Goetz et al., 2001). 

 It is well-known that DA is not the only neuromodulator that is associated with the 

BG function. Serotonergic projections to the BG are also known to have an important 

role in decision making (Rogers, 2011). The neuromodulator 5HT is an ancient 

molecule that existed even in plants (Angiolillo et al., 1996). Through its precursor 

tryptophan, 5HT is linked to some of the fundamental processes of life itself. 

Tryptophan-based molecules in plants are crucial for capturing the light energy 

necessary for glucose metabolism and oxygen production (Angiolillo et al., 1996). 

Thus, by virtue of its fundamental role in energy conversion, 5HT is integral to 

mitosis, maturation and apoptosis. In lower organisms, it modulates the feeding 

behavior and other social behaviors such as dominance posture, and escape responses 

(Kravitz, 2000; Azmitia, 2001; Chao et al., 2004).  Due to its extended role as a 

homeostatic regulator in higher animals and in mammals, 5HT is also associated with 

appetite suppression (Azmitia, 1999; Halford et al., 2005; Gillette, 2006). 

Furthermore, 5HT plays important roles in anxiety, depression, inhibition, 

hallucination, attention, fatigue and mood (Tops et al., 2009; Cools et al., 2011).  

Increasing 5HT level leads to decreasing punishment prediction, though recent 

evidence pointing to the role of DA in processing aversive stimuli makes the picture 

more complicated (So et al., 2009; Boureau et al., 2011).  The tendency to pay more 

attention to negative than positive experiences or other kinds of information (negative 

cognitive biases) is observed at lower levels of 5HT (Cools et al., 2008; Robinson et 

al., 2012). Serotonin is also known to control the time scale of reward prediction 

(Tanaka et al., 2007) and to play a role in risk sensitive behavior (Long et al., 2009; 

Murphy et al., 2009; Rogers, 2011). Studies found that under conditions of  

tryptophan depletion, which is known to reduce brain 5HT level, risky choices are 

preferred to safer ones in decision making tasks (Long et al., 2009; Murphy et al., 

2009; Rogers, 2011). Reports about 5HT transporter gene influencing risk based 

decision making also exist (He et al., 2010; Kuhnen et al., 2013). In addition, 5HT is 

known to influence non-linearity in risk-based decision making (Kahneman, 1979) – 

risk-aversivity in the case of gains and risk-seeking during losses, while presented 
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with choices of equal means (Murphy et al., 2009; Zhong et al., 2009a; Zhong et al., 

2009b). In summary, 5HT is not only important for behavioral inhibition, but is also 

related to time scales of reward prediction, risk, anxiety, attention etc., as well as to 

non-cognitive functions like energy conversion, apoptosis, feeding and fatigue. 

 It would be interesting to understand and reconcile the roles of DA and 5HT in the 

BG. Prior abstract models addressing the same quest such as (Daw et al., 2002) argue 

that DA signaling plays a role that is complementary to 5HT. It has been suggested 

that whereas the DA signal responds to appetitive stimuli, 5HT responds to aversive 

or punitive stimuli (Daw et al., 2002). Unlike computational models that argue for 

complementary roles of DA and 5HT, empirical studies show that both 

neuromodulators play cardinal roles in coding the signals associated with the reward 

(Tops et al., 2009; Cools et al., 2011; Rogers, 2011). Genes that control 

neurotransmission of both molecules are known to affect processing of both 

rewarding and aversive stimuli (Cools et al., 2011). Complex interactions between 

DA and 5HT make it difficult to tease apart precisely the relative roles of the two 

molecules in reward evaluation. Some subtypes of 5HT receptors facilitate DA release 

from the midbrain DA releasing sites, while others inhibit it (Alex et al., 2007). In 

summary, it is clear that the relationship between DA and 5HT is not one of simple 

complementarity. Both synergistic and opposing interactions exist between these two 

molecules in the brain (Boureau et al., 2011). 

 Efforts have been made to elucidate the function of 5HT through abstract 

modeling. Daw et al.(2002) developed a line of modeling that explores an opponent 

relationship (Daw et al., 2002; Dayan et al., 2008) between DA and 5HT. In an 

attempt to embed all the four key neuromodulators – DA, 5HT, norepinephrine and 

acetylcholine – within the framework of RL, Doya (2002) associated 5HT with 

discount factor, which is a measure of the time-scale of reward integration (Doya, 

2002; Tanaka et al., 2007). There is no single computational theory that integrates and 

reconciles the existing computational perspectives of 5HT function in a single 

framework (Dayan et al., 2015). 
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1.3 Modeling the joint functions of DA and 5HT in the BG: An 

abstract model 

In the first part of the thesis, we present a model of both 5HT and DA in the BG 

simulated using a modified RL framework. In this model, DA represents TD error as 

in most extant literature of DA signaling and RL (Schultz et al., 1997; Sutton, 1998), 

and 5HT controls risk prediction error. Action selection is controlled by the utility 

function which is a weighted combination of both the value and risk function (Bell, 

1995; Preuschoff et al., 2006; d'Acremont et al., 2009). In the proposed modified 

formulation of utility function, the weight of the risk function depends on the sign of 

the value function and a tradeoff parameter, which we associate to 5HT functioning. 

Just as value function was thought to be computed in the striatum, we now propose 

that the utility function is computed in the striatum. Three representative experiments 

linking 5HT in the BG to risk-sensitivity (Long et al., 2009), time scale of reward 

prediction (Tanaka et al., 2007), and punishment sensitivity (Cools et al., 2008) are 

tested with the model. The model is shown to successfully capture the above 

described experimental results, along with the behavior of PD patients in a 

probabilistic reward-punishment learning paradigm (Bodi et al., 2009). A widely used 

RL policy called soft-max (Sutton et al., 1998) is used to perform action selection 

using value and risk functions computed in the striatum. The PD condition is 

implemented by clamping the DA signal in the model so as to disallow signal levels 

that exceed a threshold (Magdoom et al., 2011; Sukumar et al., 2012). 

1.4 Modeling the joint functions of DA and 5HT in BG: A network 

level model 

The abstract model (Balasubramani et al., 2014) did not simulate the roles of the 

nuclei other than striatum in the BG on reward-punishment-risk processes. It is a 

lumped model of striatum that serves as a substrate for both value and risk 

computation. Other BG nuclei like the subthalamic nucleus (STN) and globus 

pallidum (externa and interna) were not explicitly simulated in the abstract model. 

Hence the previous model, despite its merits in reconciling the diverse theories of 

5HT, did not address challenges in identifying neural substrates for the proposed 
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model computations. For instance, what cellular components of the striatum compute 

value or risk? These questions motivate the proposed network model. 

In the subsequent chapters of the thesis, a network model of the BG that is consistent 

with our earlier lumped model is presented. This study verifies whether the network 

model can explain the experimental results of (Daw et al., 2002; Cools et al., 2008; 

Long et al., 2009) as is done by our earlier described abstract model (Balasubramani 

et al., 2014), and also explains reward-punishment and risk learning in PD subjects 

(Bodi et al., 2009).  The model builds on a novel proposal that the medium spiny 

neurons (MSNs) of the striatum can compute either value or risk depending on the 

type of DA receptors they express. Whereas the MSNs that express D1-receptor 

(D1R) of DA compute value as being earlier reported in modeling studies (Krishnan 

et al, 2011), those that co-express D1R and D2R are shown to be capable of 

computing risk, in this first of its kind model. No earlier computational models of BG 

have taken these D1R-D2R co-expressing neurons into consideration, though they 

contribute anatomically to the direct and the indirect pathways (Nadjar et al., 2006; 

Bertran-Gonzalez et al., 2010; Hasbi et al., 2010; Perreault et al., 2010; Hasbi et al., 

2011; Perreault et al., 2011; Calabresi et al., 2014). It is noteworthy  that some studies 

report D1R-D2R co-expressing neurons to constitute around 20-30% of the striatal 

MSNs (Perreault et al., 2011) and ignoring their computational significance and 

contribution in the BG may be viewed as a major drawback of the earlier studies 

(Frank et al., 2004; Ashby et al., 2010; Humphries et al., 2010; Krishnan et al., 2011).  

 The proposed network model is then extended to modeling behavior of PD patients 

with impulsivity, thereby showing the reaction-time profiles of subjects in an action 

selection paradigm. Impulsivity is a multi-factorial problem that is assessed based on 

the accuracy of performing a goal directed action, and the ability to inhibit action 

impulses from interfering with the execution of a goal directed action (Ridderinkhof, 

2002; Ahlskog, 2010; Wylie et al., 2010).  It is also defined as a tendency to act 

prematurely, and has been linked to both the motor and cognitive disorders (Nombela 

et al., 2014). Some tests for impulsiveness include action selection paradigms such as 

Go / NoGo tasks, activities assessing response alternation due to delays, contingency 

degradation, or devaluation (Dougherty et al., 2005; Nombela et al., 2014). Impulsive 

behaviors are characterized in these tasks by shorter reaction times, lesser behavioral 

inhibition over the non-optimal actions, lesser perseveration, and higher delay 
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discounting (Evenden, 1999; Dalley et al., 2008; Dalley et al., 2011). It is also the 

hallmark of several other psychiatric disorders such as attention deficit hyperactive 

disorder, aggression, substance abuse, and obsessive compulsive disorder (Evenden, 

1999).  

 A class of PD patients suffers from an inability to resist an inappropriate hedonic 

drive, eventually resulting in performance of unfavorable actions with harmful 

consequences. This inability is termed impulse control disorder (ICD), and is 

displayed in around 14% of ON medication PD (PD-ON) who are mostly treated with 

DA agonists (Bugalho et al., 2013). ICDs include pathological gambling, compulsive 

shopping, binge eating, punding, overuse of dopaminergic medication, and over-

engaging in meaningless hobby-like activities. Reduction of the medication can 

induce withdrawal symptoms, thus demanding an optimal therapy to ameliorate both 

the motor and the non-motor symptoms (Djamshidian et al., 2011). Reported neural 

correlates of impulsivity include cortical structures such as prefrontal cortex, and 

Orbito-frontal cortex, and subcortical structures like the striatum, STN,  GPe and GPi 

of the BG (Dalley et al., 2008; Ray et al., 2011). In-vivo neurochemical analysis in 

rats performing a serial reaction time task indicated that dysfunction of 

neuromodulators such as DA and 5HT in the fronto-striatal circuitry is associated with 

impulsivity (Dalley et al., 2008). Specifically receptors namely DA D2, and 5HT 

1,2,6 are shown to be significantly contributing to impulse disorder (Evans et al., 

2009; Bugalho et al., 2013; Averbeck et al., 2014).  

 In the case of medication-induced impulsivity in PD patients, there are many 

experiments reporting a non-significant role of the DA in certain forms of impulsivity, 

for example, delay discounting (Avanzi et al., 2006; Voon et al., 2006; Weintraub et 

al., 2006; Hamidovic et al., 2008). Some experiments suggest that an impaired 

balance between 5HT and DA is at the root of impulsivity (Oades, 2002; Winstanley 

et al., 2004; Winstanley et al., 2005; Fox et al., 2009). There is experimental evidence 

that relates central 5HT levels and functional polymorphisms of the 5HT transporter 

gene to impulsivity (Dalley et al., 2011). Thus the aetiology of ICD in PD should 

involve dysfunction in both 5HT and DA systems (Dalley et al., 2008; Dalley et al., 

2011).  Therefore a modeling approach that is based solely on DA mediated dynamics 



8 
 

 

in the BG (Frank et al., 2007b) should ideally be expanded to include the 5HT system 

for better representation of the experimentally observed behavior. Most of the models 

reviewed above consider only DA dysfunction as a temporal prediction error signal 

for explaining impulsivity behavior. There is clearly a need for a model that unifies 

the contributions of other neuromodulators such as 5HT in addition to DA, for 

understanding impulsivity. 

 Therefore, an experiment that analyzes both the action selection and reaction times 

has been tested on both the healthy controls and PD patients. The proposed DA and 

5HT based utility dynamics in the BG is applied to understand an experiment 

conducted on healthy controls and PD patients with and without impulse control 

disorder (ICD). The model is able to propose distinctive neural correlates contributing 

to the aetiology for ICD in PD patients.  

1.5 Organization of the thesis 

Chapter 2 covers the neurobiology of the BG dynamics along with the functional 

properties of the neuromodulators DA and 5HT. Existing computational models of 

decision making involving DA and 5HT function in the BG are described  in  chapter 

3. Chapter 4 introduces the Go-Explore-NoGo (GEN) model of the BG in value and 

utility functions based decision making framework, and compares with other 

contemporary models. Two behaviors related to PD – gait and precision grip are 

explained by the GEN model. Chapter 5 takes up the utility-based BG model of the 

previous chapter and associates the risk-sensitivity parameter of the model to the 

neuromodulator 5HT. The resulting abstract model that combines the functions of 

5HT and DA in the BG is shown to capture the multifarious roles of 5HT in 

punishment prediction, risk sensitivity and time scale of reward prediction, in a single 

unified framework. In chapter 6, the abstract model of Chapter 5 is developed into a 

network level model, explicitly representing various BG nuclei such as the striatum,  

STN, GPe, GPi, and SNc. The network model is again tested by the experiments 

reconciling various roles of 5HT in the BG as done on the abstract model of the 

previous chapter. The later sections of this chapter also explain the potential of the 

model to explain the reaction times observed in the behavior of the healthy controls 

and PD patients. The final chapter 7 discusses the conclusions and future work. 
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CHAPTER 2 

 

NEUROBIOLOGY OF DECISION MAKING- A REVIEW 

2 Neurobiology of decision making- A review 

2.1 Decision making in the brain 

In RL-based approach to decision making, agents maximize rewards and minimize 

punishment outcomes by appropriately managing the choice selection. The process of 

decision making can be divided into many sub-components viz., representation of the 

state, state evaluation, action selection, action evaluation, and learning (Rangel et al., 

2008). 

 Representation of the states by appropriate neural signals makes the first step. The 

state might indicate both internal state of the agent as well as the external 

environmental state.  

 Once the state is represented, the associated repertoire of actions with their 

outcomes has to be assessed for their goodness. This is a credit assignment problem 

relating the response in a particular state to the perceived outcome. Their valuation is 

performed differently by different decision making systems, hypothetically 

categorized into habitual, Pavlovian or goal-directed systems (Dickinson et al., 2002; 

Balleine et al., 2008). It should be noted that strict distinctness in the definition of 

these systems is not reflected in terms of their neural underpinnings (Dayan et al., 

2006a; Bouton, 2007). Learning with rewards and punishments involves estimation of 

goodness in terms of computational quantities such as value function, risk function 

and their combination namely the utility function.  

 Value function is the expectation of the rewards obtained by executing the action. 

It reflects the valence i.e., rewarding or punitive outcome of a response. The risk 

function tracks the variance associated with the sampled rewards through time. Note 

that the value and risk predictions are built from anticipatory signals coded by certain 

neuromodulators. The outcomes appear either immediately or with a delay. The time 

lag between the execution of response and the observation of the outcome alters the 

valuation of the responses by any decision making system, since the prediction 
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estimates of future rewards are uncertain. Hence accurate value estimation of a state-

action pair employs the discounting of future rewards and is called as 'time/reward 

discounting'. Based on the neural signatures, the discounting done to the future reward 

estimations are proposed to be either exponential or hyperbolic in nature (Frederick et 

al., 2002; McClure et al., 2004; Kable et al., 2007). Initially, there were arguments for 

two distinct neural modules, one valuing with a low discount factor and other with 

high discount factor (McClure et al., 2004; Berns et al., 2007; McClure et al., 2007). 

The relative combination and interaction between the two modules are supposed to 

provide the effective time discounting factor of any subject. Later there have been 

reports of smooth gradient of value function correlates as a function of discount factor 

(Tanaka et al., 2007). 

 There have been many proposals that seek to map specific neural systems to RL 

quantities such as value function and reward prediction error, for a given task setup 

(Bechara et al., 1997; Schultz, 2010b; Rudorf et al., 2012). Computing the RL 

quantities that promote the prediction of value associated with a state, is postulated to 

make the subjects perform an informed and advantageously planned execution of 

actions (Bechara et al., 1997). These neurally constructed quantities representing 

value and risk functions are highly subjective which can bring up individualistic 

feelings and attitudes (Schultz, 2010b; Rudorf et al., 2012).  

Finally the valuations of state-action pairs are utilized by action selection machinery 

to select actions. The selection involves competition among actions and is thought to 

follow a race to threshold (Lo et al., 2006; Rangel et al., 2008). An action wins by 

first crossing a set threshold on integration of the neural representation of its value 

(utility).  

 The following sections present a review of possible neurobiological correlates of 

key modules and signals involved in RL-based decision making framework.  

2.2 Decision making systems in the brain 

The process of evaluating the responses associated with a state and attributing them to 

the outcomes (rewards / punishments) depend on the system of decision making 

namely Pavlovian, habitual or goal-directed types (Dickinson et al., 2002; Balleine et 

al., 2008; Rangel et al., 2008). The neural structures involved in each of these 

decision-making systems are described below. 
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2.2.1 Habitual systems 

These systems are proposed to form by repeated training through trial and error 

mechanisms. On extensive learning, the valuation of the states is known to become 

commensurate with the expected value of the rewards. Hence, the system eventually 

finds itself to be independent of the outcomes when enough stability in the 

environmental state is observed (Rangel et al., 2008). The structures of the brain such 

as infra limbic cortex, dorsolateral striatum are found to be the key areas 

implementing the habitual decision making system (Killcross et al., 2003; Balleine, 

2005; Yin et al., 2006).  

2.2.2 Pavlovian systems 

These systems are sometimes thought to represent the hardwired responses set for 

certain states perceived by the subject. Those responses are evolutionarily favorable 

and are highly valued for that state. This system is likely to be suboptimal and uses a 

small repertoire of actions which might not include the best solution (Rangel et al., 

2008). The neural structures found to encode Pavlovian valuations include the 

basolateral amygdala, ventral striatum and the orbitofrontal cortex (Fendt et al., 1999; 

Cardinal et al., 2002; Dayan et al., 2006a). 

2.2.3 Goal-directed systems 

Unlike the habitual systems, the goal-directed systems consistently update the 

evaluations for the responses to a stimulus / state based on the outcomes observed. 

Therefore these systems mainly perform action-outcome associations, and deal with a 

relatively larger action repertoire. On extensive learning, this system is thought to 

eventually behave like the habitual systems (Dayan et al., 2006a). The main neural 

structures found to implement goal-directed encoding are dorsomedial striatum, 

medial orbitofrontal cortex, and dorsolateral prefrontal cortex (Paulus et al., 2003; 

Wallis et al., 2003; Hare et al., 2008). 
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2.3 Neural structures that subserve reward- or punishment-based  

decision-making 

 The key neural structures that implement decision-making based on rewards and 

punishments include—cortex, BG and amygdala. This section explains the roles of 

each of these components in coding value, risk or reward delays in decision making 

process.  

2.3.1 Amygdala 

This key subcortical structure is hypothesized to mediate the affective-cognitive 

connection (Brink, 2008; Carlson, 2012). Many studies relate the signals from 

amygdala to represent emotions such as anxiety, rage, appetitive and aversive 

feelings- factors that are known to influence decision making (Fanselow et al., 1999; 

Parkinson et al., 2000; Baxter et al., 2002; Kennedy et al., 2009). The effect of 

emotions on decision making, both in terms of the perceived state and planned 

response, is proposed to be mediated by the amygdala (Wagar et al., 2004). For 

instance, emotions such as anxiety might exaggerate the constructed aversive error 

feedback and thence decrease value function, resulting in increased avoidance of the 

stimuli (Paulus et al., 2006). A similar control mechanism by the amygdala during 

anxiety on computing risk measure could lead to risk aversion (De Martino et al., 

2006; Seymour et al., 2008; Liu et al., 2011). Thus both the value and risk 

computations are influenced  by the activity of amygdala. 

2.3.2 Cortex 

Many areas of the cortex such as the sensory-motor cortices, associative cortices, 

orbito-frontal cortex, and the prefrontal cortex are found to be involved in reward-

based learning (Tremblay et al., 1999; Daw et al., 2005). Specifically the prefrontal 

cortex is known to play a major role in the maintenance and manipulation of choice 

preferences by encoding their value and utility (Goldman-Rakic, 1995; Frank et al., 

2001; Chatham et al., 2013). They are also known to code for a policy that governs 

the execution of response (Botvinick, 2008). Patients with lesions in the prefrontal 

areas are likely to be sub-optimal in their choice preferences (Manes et al., 2002; 

Fellows et al., 2003). Some lesion studies in the prefrontal areas have shown 
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selectively impaired reversal learning in experiments such as Iowa gambling task. In 

such cases, the patients develop increased preference for the risky deck than the safer 

one, indicating an increased risk-seeking behavior (Bechara et al., 1994; Bechara et 

al., 2000; Fellows et al., 2003). Apart from the value and the risk associated with the 

rewards, the cortex is also known to encode the delays associated with receiving the 

outcomes. These delays are differentially coded by different areas of the brain, such as 

the medial prefrontal cortex codes for immediate rewards, and the lateral prefrontal 

cortex codes for delayed rewards (McClure et al., 2004; Tanaka et al., 2004).  

2.3.3 Basal Ganglia 

The striatum of the BG is one of the prominent areas reported to be involved in 

reward-punishment learning. The nucleus can be broadly divided into dorsal striatum 

(caudate and dorsal putamen), and the ventral striatum (ventral putamen and the 

nucleus accumbens) (Haber, 2003; Haber, 2009). Chemical staining studies show the 

striatal anatomy to possess a mosaic of patches especially based on enzymes such as 

acetylcholinesterase. This promotes a theory of modular organization of the striatum 

containing patches and matrices called striosomes and matrisomes, respectively 

(Graybiel et al., 1978). The striatum is made of various types of neurons such as the 

medium spiny neurons (MSNs), cholinergic interneurons and GABAergic 

interneurons. The MSNs form the majority cell type, covering around 90 - 95% of the 

striatum;  they are GABAergic in nature (Kemp et al., 1971; Smith et al., 1998; 

Bolam et al., 2000). The striatal neurons respond to the major neuromodulators such 

as dopamine and serotonin through the activation of the corresponding receptors 

present in them. The activation of those receptors further excite the secondary 

messengers which can control the pre- and post-synaptic plasticity in a short or long 

term (Bedard et al., 2011; Boureau et al., 2011; Cools et al., 2011). The MSNs 

possessing the neuropeptides substance P and dynorphin contain the dopamine D1 

receptors (D1R), and are known to project to the Globus pallidum interna (GPi) and 

the substantia nigra; The MSNs projecting to GPi  are GABAergic and therefore exert 

an inhibitory influence over GPi; These direct projections of D1R expressing MSNs 

to GPi constitute the Direct pathway (DP). On the other hand, those MSNs that 

express the neuropeptide enkephalin contain the dopamine D2 receptors (D2R), and 

they are reported to exert GABAergic projections over the Globus pallidum externa 
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(GPe); The GPe are also GABAergic in nature whose neurons invade the 

glutamatergic subthalamic nucleus (STN); The GPe and STN interact bidirectionally: 

the STN sending glutamatergic projections to GPe which in turn sends GABAergic 

projections to STN; The STN eventually sends glutamatergic efferent projections to 

GPi; The pathway from the striatum to GPi via GPe and STN is called the Indirect 

pathway (IP). The IP thereby contains two inhibitory connections mediated by GABA 

and one excitatory connection mediated by glutamate, and therefore exerts an overall 

excitatory influence over the GPi. Further the GPi neurons are GABAergic which 

project to the thalamus whose activity facilitates that of the motor and executive 

cortex. In summary, the direct and indirect pathways effectively facilitate and inhibit 

the cortical activity respectively (Figure 2.1) (Albin et al., 1989; DeLong, 1990b).  

 

Figure 2.1: The schematic of the BG showing the direct (DP) and indirect (IP) 

pathways 

 Functional MRI experiments show that  the dorsal striatum represents both the 

reward magnitude and the valence of the outcome obtained on executing an action 

(Tricomi et al., 2004). Specifically, the response of the striatum increases with the 

reward magnitude, and decreases with the punishment magnitude (Breiter et al., 2001; 
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Delgado et al., 2003). Other fMRI experiments correlate the activity of striatum to the 

expectation of rewarding (O'Doherty et al., 2003; McClure et al., 2004; O'Doherty et 

al., 2004) as well as punitive outcomes (Seymour et al., 2004). Ventral striatum 

receives major inputs from prefrontal cortex, hippocampus and amygdala (Wagar et 

al., 2004), and also responds to the actual and expected reward magnitudes (Knutson 

et al., 2001). Ventral striatum also responds to the magnitude of variability or risk 

(expected uncertainty) associated with the outcomes (Zink et al., 2004). Particularly, 

the BOLD signals in the ventral striatum reflect the risk preferences that correlate 

with the amount of risk anticipation (Preuschoff et al., 2006). The striatum is also 

sensitive to the delays in receiving the rewards—the ventral striatum codes for the 

immediate rewards, while the dorsal striatum codes for the delayed rewards (McClure 

et al., 2004; Tanaka et al., 2004).    

2.4 Neuromodulators in  decision making 

While the aforementioned neural structures are thought to correspond to key modules 

in RL-based decision making, certain global signals and parameters in RL-based 

decision making have been associated with key neuromodulatory systems such as 

dopamine, serotonin, norepinephrine and acetylcholine.  

2.4.1 Dopamine 

The neuromodulator dopamine (DA) is produced in the midbrain particularly in the 

substantia nigra (SNc) and ventral tegmental area (VTA), and is released to  

distributed targets in  the cortex and the subcortex. A majority of these neurons (75-

80%) respond through phasic bursts with durations < 200 ms and latencies < 100 ms 

following the presentation of salient stimuli, unexpected rewards, and punishments. 

These burst responses are reported to be dependent on the plasticity of glutamatergic 

AMPA and NMDA receptors present in the dopaminergic neurons (Blythe et al., 

2007; Harnett et al., 2009; Zweifel et al., 2009; Schultz, 2010a). The DA neurons also 

possess a tonic mode of activity with firing around 1-8 Hz, that is known to control 

the extent of phasic responses (Grace, 1991). The receptors are reported to be of five 

types - D1 to D5 – among  which the D1 and D5 belong to D1-like family and the rest 

belong to D2-like family (Cools et al., 1976).  
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 Studies have linked the firing of the dopaminergic neurons to subjective reward / 

punishment learning (Schultz, 1998b; Cooper et al., 2003). The response of DA 

neurons to rewarding stimuli closely resembles the prediction error in RL, since the 

firing level increases when the actual observed reward is more than the expected 

value, remains the same if the expectation matches the observed reward, and dips   

when the observed reward is lesser than expected (Schultz, 2010a). The firing rate of 

DA neurons increased depending on the reward magnitude and reward probability 

(Houk et al., 2007; Schultz, 2010a; Schultz, 2010b). It is also sensitive to the time of 

the presentation of rewards—the firing rate dips from the baseline if the reward is not 

presented at the expected time, and increases when the reward appears at an 

unexpected time (Schultz, 2010a). Recently it was observed that DA better represents 

the derivative of utility function (accounting for the variance in observation of the 

rewards) rather than that of the value function (Stauffer et al., 2014).  

2.4.2 Serotonin 

This is a major neuromodulator released from the mid brain nucleus called dorsal 

raphe nucleus (Hoyer et al., 2002; Cooper et al., 2003). These receptors are widely 

spread around the BG and the cortex which are the key areas involved in decision 

making. There have been seven major receptor families identified for 5HT namely 

5HT 1 to 5HT 7 (Bradley et al., 1986). Furthermore, around 14 structurally and 

pharmacologically distinct receptor subtypes have been identified, and the subtypes 

are represented through alphabets next to the family identifiers such as 5HT 1A, 5HT 

2A, 5HT 2C etc. (Hoyer et al., 1994; Barnes et al., 1999). 

 Experiments analyzing the functional roles of 5HT alter the levels of a 5HT 

precursor known as tryptophan in the subjects through dietary control (intake of 

amino-acid mixture). Reducing the levels of tryptophan has led to reduction in central 

5HT levels of the subject (Evenden, 1999; Long et al., 2009). Acute tryptophan  

depletion has the tendency to abolish behavioral inhibition towards outcomes with 

small loss and increased punishment prediction, while still providing inhibition 

towards outcomes with the larger loss (Crockett et al., 2008; Campbell-Meiklejohn et 

al., 2010). The neuromodulator has also been related to sensitivity towards localized 

losses vs global losses. Tryptophan depletion promotes behavior leading to localized 
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losses and increased impulsivity with insufficient sampling, while still inhibiting the 

response ending up in global losses (Harmer et al., 2009). They have also promoted 

impulsive choices on decreasing the time scale of reward prediction by opting for 

immediate yet smaller rewards (Tanaka et al., 2007; Tanaka et al., 2009). Under 

conditions of tryptophan depletion, both macaques and humans chose risky options 

compared to the safer ones providing a deterministic pay off  (Rogers et al., 1999a; 

Rogers et al., 1999b; Mobini et al., 2000; Long et al., 2009). Risky decision making 

involving premature responding has been controlled by increasing or decreasing the 

activity of 5HT 2A and 5HT 2C, respectively, through central 5HT modulation 

(Winstanley et al., 2004). Abnormal 5HT functioning has been linked to 

psychopathologies such as depression, anxiety, and impulsivity (Kagan, 1966; 

Raleigh et al., 1980; Knutson et al., 1998).  

2.4.3 Norepinephrine 

The major nucleus controlling norepinephrine (NE) release is the locus coeruleus 

(LC) of the brain stem. LC neuronal projections are widespread in the brain, 

especially to the forebrain. The adrenoceptors are of α and β types (Aston-Jones et al., 

1984). In general, NE is found to be the key player  in arousal, attention and learning. 

Phasic NE signals are proposed to facilitate cortical representations by increasing their 

gain (Servan-Schreiber et al., 1990; Aston-Jones et al., 2005), and they also control 

the reaction times (Usher et al., 1999). The NE modulated cortex provides input 

representations for the BG performing reward-punishment based decision making 

activity. Furthermore, the norepinephrine receptors are found in the BG, especially in 

the STN and pallidum (Alachkar, 2004). Some studies relate the activity of NE to the 

unexpected uncertainty in outcomes sampled from the environment (Yu et al., 2005). 

The activity is also hypothesized to control the balance between exploration and 

exploitation in action execution (Aston-Jones et al., 2005; Cohen et al., 2007).  

2.4.4 Acetylcholine 

The neuromodulator acetylcholine (ACh) is released to the brain by cholinergic 

neurons found in distinct nuclei of the basal forebrain and the interneurons in 

striatum. The cholinergic receptors are of nicotinic or muscarinic types (McCormick, 
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1989). They play an important role in decision making activities especially via. the 

tonically active interneurons (TAN) of the striatum. As discussed in the previous 

sections, the striatum is one of the main nuclei in the BG loop exerting control over 

the cortex, and is immensely modulated by the DA neurons. The control exerted by 

the BG onto the cortex is thought to reduce through learning. This is because of the 

waning nature of the DA signaling on learning a state-action association(Schultz, 

2013). But on the other hand, ACh's influence and activity profile over the striatum 

continues to be the same even after learning the state-action association (Surmeier et 

al., 2012; Threlfell et al., 2012). The ACh neurons respond to salient and rewarding 

cues similar to that of DA, but by a pause in their tonic firing (Aosaki et al., 1994; 

Graybiel et al., 1994). They are found to be highly influenced by inputs from thalamic 

nuclei, which in turn is connected to the reward learning specific areas such as OFC 

and other nuclei from reticular activating system (Ashby et al., 2011; Surmeier et al., 

2012; Threlfell et al., 2012). Hence ACh system is hypothesized to "stay on wheels" 

for facilitating appropriate striatal activity (Matsumoto et al., 2001) in decision 

making. And a balance between the DA-ACh activity is thought to effectively lead 

reward-punishment learning in the BG (Spehlmann et al., 1976; Stocco, 2012). There 

exist other theories of ACh in BG viz. selection of striatal modules consisting of 

striosomes and matrisomes for appropriate downstream action selection dynamics 

(Amemori et al., 2011), and also control the representation of states in the BG for 

suitable decision making processes (Schoenbaum et al., 2013). The ACh activity is 

also proposed to reflect the expected uncertainty of the reward distribution sampled 

from the environment (Yu et al., 2005). 
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CHAPTER 3 

 

NEUROCOMPUTATIONAL MODELS OF DECISION 

MAKING 

3 Neurocomputational models of Decision making 

3.1 Theories on decision making 

The decision making process can be either a model-based or model-free one 

(Botvinick et al., 2014) depending on the availability of knowledge about the 

underlying environment (Haith et al., 2013). Model-based decision making allows the 

subject to make a response that reflects choice preferences based on the associated 

outcomes. This applies to goal directed behaviors which monitor the consequence of 

actions so as to observe the outcomes. Whereas model-free decision making does not 

assume any knowledge about the environment; it depends on habit, experience or any 

Pavlovian conditioned outcome, that reflexively give knowledge about the goodness 

associated with the state, i.e. a stimulus-response condition (Huys et al.; Gläscher et 

al., 2010). Having described many neural correlates in the previous chapter 

supporting RL in the brain, some modeling ideas relating the elements of the tuple 

(state-action-outcome) based on RL are explained in this chapter. 

 Rewards, value function and policy are three main components of classical RL. 

Mathematically, rewards provide a measure of goodness, and they are obtained as a 

result of making a response (action) at a state. These rewards are subjective to the 

state in which the response is executed by the subject; and one of the subjective 

goodness measures derived from rewards is the value function. Here the policy 

denotes the probability with which an action is executed at a state.  

 The reward outcomes in RL can be represented by a Gaussian with mean and 

standard deviation. They can be positive or negative in magnitude for indicating the 

gains or losses in prospects (rewards). They can be estimated through measurements 

such as the expectation and the variance of the reward distribution (Schultz, 2010a). 
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Predicting these measures such as value and risk functions associated with the choices 

also form the basis for classical and instrumental conditioning. Such conditional 

learning depends on how much the prediction differs from actual reinforcer value, 

which has been proved through experiments such as kamin's blocking—these 

blocking experiments test the association of a conditional stimulus with an 

unconditional stimulus provided a second conditional stimulus that has already been 

associated with the unconditional stimulus (Kamin, 1969; Sutton et al., 1981). As 

explained in the previous chapter, the predictions can be estimated through the 

encoding of expectation and variance of the sampled rewards, computationally 

denoted by value function and risk function, respectively. A utility function can then 

be constructed using the mean and variance of the reward distribution (Bernoulli, 

1954; Fishburn et al., 1979; Kahneman, 1979; Hershey et al., 1980; Payne et al., 

1981) as follows.  

 Bernoulli proposed the expected utility theory that models increasing value 

(wealth) in the case of rewarding prospects, with a concave function; and the lossy-

prospects, with a convex function. A concave function makes the utility associated 

with the prospect x/2 (say, choice 1) to be more than half the utility gained by 

receiving x (say, choice 2), and therefore allows the subject to preferentially pick 

choice 1 compared to choice 2. In case of a convex function, the preferences are 

reversed, and choice 1 is less preferred than choice 2. The theory can also be related 

to the probability of obtaining the prospects, i.e., some prospects can be obtained with 

a probability of 1, compared to others that can be obtained with probability p. In such 

scenario, utility is the expectation of the prospects (mean rewards). Now a concave 

utility function corresponds to the subjects showing risk-aversive (RA) behavior for 

reward outcomes, while the convex function relates to the risk-seeking (RS) behavior 

for lossy outcomes. The Allais paradox, conceived at a later time, challenged such a 

view of expected utility theory because of the following observations on humans 

(Fishburn et al., 1979; Kahneman, 1979; Hershey et al., 1980; Payne et al., 1981). 

The RS behavior was exhibited for gains with low probability, and also for the losses 

with high probability; the RA behavior was observed for the gains with high 

probability, and also the losses with low probability. Kahneman and Tversky 

accounted for all the variations in the risk sensitivity as a function of probability, by 

their prospect theory (Tversky et al., 1992). Prospect theory supports a separate value 
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function and a weighting function (denoting the risk sensitivity) to be associated with 

a prospect. The value function, as delineated in the previous sections, is proposed to 

reflect the valence (gains/losses) associated with the prospect; whereas the risk 

sensitivity associated with the prospects are implicitly represented by the weighing 

function. These weights are reported to be subjective, and are hence parameterized to 

depict the individual's sensitivity towards probabilities of gains and losses. There is 

one other approach called mean-variance approach (Markowitz, 1952) in which both 

the value and the risk measures are explicitly represented for the construction of 

utility function. This is different from prospect theory in that the risk computation 

comes indirectly through the weighing function. Having explicit risk coding neural 

correlates in the brain as described in the earlier chapter favors such a mean-variance 

approach for modeling the utility based dynamics in the brain (d’Acremont et al., 

2008). 

3.2 Value and utility based decision making 

In classical RL (Sutton, 1998) terms, following policy 'π' which represents the 

probability of executing an action, the action value function 'Q' at time 't' of a state, 

's', and action, 'a' may be expressed as, 

2

1 2 3t t t t tQ ( s,a ) E ( r r r ...| s s,a a )

         
        

3.1 

where 'rt' is the reward obtained at time 't', 'st' is the state at time 't', 'at' is the action 

performed at time 't', and 'γ' is the discount factor (0 < γ < 1). The discount factor can 

be related to the time scale of reward prediction measure explained in the previous 

chapter.  Eπ denotes the expectation when action selection is done with policy π. The 

temporal difference error is then defined by the following:  

   1 1 1t t t t t t t tδ = r + Q s ,a Q s ,a   
        

3.2 

 In the above equation, 'st+1' is the state at time 't+1', 'at+1' is the action performed at 

time 't+1'.The discount factor denotes the myopicity involved in the reward 

prediction. The TD error is used in the incremental update of the action value function 

that constructs Qt+1, as follows: 
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1t t t t t t Q tQ ( s ,a ) Q ( s ,a )    
        

3.3 

Here, ηQ is the learning rate of the value function. The eqn. (3.2) is agreed by many 

studies to be representing the functioning of neuromodulator DA. A few models relate 

the discount factor γ in eqn. (3.2) (Tanaka et al., 2007) to 5HT function. Some 

abstract models (Daw et al., 2002) on interactions between the neuromodulators DA 

and 5HT propose an opponent relationship among them, with DA representing reward 

prediction error and 5HT representing punishment prediction error. A recent review 

on understanding the functions of 5HT exposes the inability of such models 

(opponency with DA or time scale of reward prediction) to explain the complex roles 

of 5HT (Dayan et al., 2015). The approach used by us in this thesis towards 

understanding the roles of DA and 5HT is detailed in chapter 5. 

 A decision making policy that executes actions in order to maximize the value 

function associated with the state, is called as value based decision making. With the 

value function computing the expectation of rewards, the risk function is thought to 

compute the variance associated with rewards sampling. If the variable h denotes the 

variance, risk function is given by √h. Then the utility linked to a (state, action) pair is 

given by the following formulation: 

t t tU ( s,a ) Q ( s,a ) h ( s,a ) 
                   

3.4 

The utility function expresses a well-known trade-off between the value function and 

risk function in determining the subjective choice preferences under uncertainty. The 

action with the least uncertainty has the maximum utility, and is preferred. The 

coefficient κ denotes subjective risk sensitivity coefficient (Bell, 2001; d'Acremont et 

al., 2009). 

 A decision making policy that executes actions in order to maximize the utility 

function associated with the state, is called as utility based decision making. Detailed 

computations on utility based computation are described in chapter 5.  
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3.3 Basal ganglia models for decision making 

The BG are known for their multifarious functions including action selection, action 

gating, sequence generation, motor preparation, reinforcement learning, timing, 

working memory, goal-directed behavior, and exploratory behavior. Lesions of this 

circuit lead to problems from simple reaching movements to handwriting, saccades, 

gait, speech, dexterity, in addition to cognitive and affective manifestations. Several  

neurological disorders such as Parkinson’s disease, Huntington’s disease (DeLong, 

1990a), and neuropsychiatric disorders  such as schizophrenia, obsessive compulsive 

disorder, attention deficit hyperactive disorder (Ring et al., 2002) are associated with 

BG impairment.  

 The models of the BG include its main anatomical components such as striatum, 

subthalamic nucleus (STN), globus pallidus extenal (GPe) and internal (GPi) 

segments, substantia nigra pars compacta (SNc), and thalamus (Alexander et al., 

1990). Classical models of the BG portray this circuit as containing two pathways- the 

direct (DP) and the indirect pathways (IP) (Contreras-Vidal et al., 1995). The DP of 

the BG includes the medium spiny striatal neurons (MSNs) that mainly express D1 

receptors (R). These D1R MSNs send inhibitory input to the output port of the BG—

the GPi—that in turn facilitates the disinhibition of the thalamus. The thalamus then 

excites the cortex and hence this pathway which facilitates the excitation in the cortex 

is called as Go pathway. Whereas the input from the STN to GPi facilitates the 

inhibition of the thalamus and thereby the cortex too, and hence the striatal pathway 

that facilitates the STN to GPi activity is called the NoGo pathway. This NoGo 

pathway is thought to constitute mainly the MSNs that express the D2R. The D2R 

MSN's activity affects GPe that has bidirectional connectivity with the STN, the STN 

further influences the cortex through the thalamus (Chakravarthy et al., 2010; 

Chakravarthy et al., 2013). Such a model architecture is adapted from classical BG 

model architecture as presented in (Albin et al., 1989; DeLong, 1990b; Bar-Gad et al., 

2001) (Refer Figure 3.1). Some models also consider a third pathway called the hyper 

direct pathway, where the non-striatal projections to the STN facilitate the cortical 

inhibition  (bypassing the striatum altogether). This pathway is proposed to send a 

'global NoGo' signal till the striatal signals "mature" for competing in the action 
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selection (Nambu et al., 2002). Such a machinery is hypothesized to prevent the 

premature responses and increase the speed-accuracy balance (Baunez et al., 1997). 

 

 

Figure 3.1: Schematic of the Basal Ganglia network (Adapted from (Chakravarthy et 

al., 2013)) 

 To account for the neurobiological functioning of DA, many models use the 

variable representing DA to control the relative strengthening of DP and IP (Albin et 

al., 1989). The bursts of the dopaminergic neurons during unexpected reward 

presentation potentiate the DP which strengthens the association between the 

corticostriatal neurons, and inhibits the IP (Reynolds et al., 2002). The duration of 

pause in the dopaminergic neuronal firing strengthens the IP for creating an effective 

inhibition in the movement. This is because of the high affinity existing between the 

DA and the D2R of the IP (Richfield et al., 1989). The DP – IP is proposed to follow 

a facilitating-inhibiting / push-pull mechanism (Albin et al., 1989). 

 Various models exist for the BG that capture details from membrane dynamics  to 

the abstract system level dynamics (Gurney et al., 2004). The former class of models 

capture the membrane properties by accounting for the conductance and resistivity in 
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developing voltages (Wickens et al., 1993; Terman et al., 2002; Tepper et al., 2004; 

Tass et al., 2010). Some other abstract models captures key insights at the systems 

level such as the connectivity patterns, oscillations, spike correlations, and their 

dynamic stability across the network (Gurney et al., 2001; Izhikevich, 2003; 

Humphries et al., 2010). There would always exist a trade-off in implementation of 

the details in a model for capturing the rich dynamics at cellular and behavioral levels, 

but undoubtedly each of that possess its own advantage in unraveling the mysteries of 

the BG. 

 Concentrating on the RL models of the BG, the major substrates include the actor, 

critic and the explorer modules. The actor module controls the probability of 

executing an action, while the critic module assesses their goodness through measures 

such as the value function that was described earlier in this chapter (Joel et al., 2002). 

Many studies find the neural correlates of actor both in the motor  cortex and the 

dorsal striatum of BG, and that for the critic in the Orbitofrontal cortex (Knutson et 

al., 2001) and the ventral striatum (Joel et al., 2002). These models however miss one 

another essential component of RL- the explorer module, which is accounted for by 

the model described in the next chapter. 
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CHAPTER 4 

 

MODELING THE BG ACTION SELECTION THROUGH GO-

EXPLORE-NOGO DYNAMICS 

4 Modeling the BG action selection through Go-Explore-NoGo dynamics 

4.1 Modeling healthy controls using the GEN approach to modeling 

the BG 

An  important component of RL that was not described in the earlier chapter is the 

explorer. The RL policy always tends to optimize the exploration : exploitation ratio 

for any given environment, by policies such as -greedy and soft-max (Sutton et al., 

1998). In the classical Go-NoGo approach to the BG dynamics (Albin et al., 1989; 

Frank et al., 2004), exploration is simply treated to be arising because of the 

background noise, and is not treated explicitly as is done in the Go-Explore-NoGo 

(GEN) approach (Chakravarthy et al 2010). The GEN approach proposes that 

exploration in the BG is driven by the structures of the Indirect Pathway – STN and 

GPe. There is experimental evidence supporting the possible role of the Indirect 

Pathway in exploration. Lesions of STN bring about perseverative behavior in rats, 

which is a form of reduced exploration (Baunez et al., 2001). Injection of  GABA 

antagonist in the GPe also altered the explorative behavior of  the primates (Grabli et 

al., 2004). Stereotypic behavior was observed when microinjected in the limbic part 

of GPe, and hyperactivity resulted when injected into the associative part of the GPe. 

Such experiments support the presence of exploratory dynamics in the BG, and the 

idea that STN-GPe subserve exploratory dynamics. The hypothesis of exploratory 

dynamics arising out of STN-GPe presents us with an elegant interpretation of the 

functional anatomy of the BG. According to this interpretation, the Direct pathway is 

the substrate for exploitative behavior, while the Indirect Pathway supports 

exploration, in addition to the classical NoGo behavior. The modeling study of (Kalva 

et al., 2012) shows mathematically that exploration could be driven by the chaotic 

dynamics of the STN-GPe oscillations (Terman et al., 2002) in IP.  The three regimes 
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together account for a stochastic hill-climbing over the Value function which is 

thought to be computed in the striatum (Chakravarthy et al., 2013). 

 Magdoom et al. (2011) used the GEN method as a policy that maximizes the value 

function by a stochastic hill-climbing mechanism. The variable δQ(t) is defined as the 

temporal difference in value function (eqn. (4.1)). 

1( ) ( , ) ( , )Q t t t t t tt Q s a Q s a  
                                                                                    4.1 

Where t is time, and Q is the value function. The GEN method used in Magdoom et 

al. (2011) can be summarized using the following equations (eqn. (4.2)), 
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4.2 

Where, ψ is a random vector, and ||ψ|| = χ, a positive constant. DAhi and DAlo are the 

thresholds at which the BG dynamics switches between Go, NoGo and Explore 

regimes (eqn. (4.2)). The underlying logic of the above set of eqns. (4.2a-c) is as 

follows. Note that the constant threshold DAhi is greater than DAlo. 

1. If δQ(t) > DAhi, then the previous action that drove the change ΔX has resulted in a 

state that has significantly larger Q function. Therefore the agent tends to take the 

same action as  in the previous time step. This case follows the Go (eqn. (4.2a)) 

regime. 

2.  If δV(t) ≤ DAlo, the previous action that drove the change ΔX resulted in a state 

that has significantly smaller Q function. This could be handled by executing the next 

action that is completely opposite to that taken in the previous time step. This case of 

taking an opposite action at the next time step is called the “NoGo” (eqn. (4.2b)) 

regime. 
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3.  If DAlo < δQ(t) ≤ DAhi, there was neither a marked increase nor decrease in Q 

resulting due to the previous action; therefore Explore (eqn. (4.2c)) for new directions 

that might probably increase the magnitude of Q. This case is called the Explore 

regime. 

 

  In (Magdoom et al., 2011) a simple symmetry between DAhi and DAlo is assumed, 

such that DAhi > 0 and DAlo = -DAhi. The three separate eqns. (eqn. (4.2a-c)) can be 

combined into a single eqn. (4.3) (as in Sukumar et al. (2012)), as follows: 

2 2
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4.3 

where,  

 
 

1
logsig n  =  

1 + exp - n
                       

4.4 

AG/E/N are the gains of Go/Explore/NoGo regimes respectively; and λG/N are the 

sensitivities of the Go/NoGo regimes respectively; ψ is a random variable uniformly 

distributed between -1 and 1 and σE is the standard deviation that is used for the 

Explore component. The optimization could just involve the optimization of the value 

function that is the discounted expectation of the rewards, or the utility function that 

makes a combination of the value and the risk function.  

 Though the above mentioned policy (eqns. (4.2, 4.3)) is described for optimizing 

the value function controlled by the temporal difference in value (eqn. (4.1)), the same 

can be defined for utility function (eqn. (4.4)), whose temporal difference (δU(t)) 

representing DA quantity is given by the following equation. 

1( ) ( , ) ( , )U t t t t t tt U s a U s a  
                                                                                   4.5 

Where t is time, and Q is the value function.  
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4.2 Modeling PD using the GEN approach to modeling the BG 

This section shows that the GEN policy can be adapted to model PD conditions. A 

model of PD may incorporate the following features in terms of DA and 5HT levels: 

1) DA levels are lower in PD than in healthy controls: This feature is simulated by 

clamping 'δ' of eqn. (4.2), and imposing an upper limit, δLim, on δ. Since there is a 

reduced number of DA cells, Substantia Nigra pars compacta (SNc) is  capable of 

producing a weak signal reliably, but the highest firing levels in PD are smaller 

compared to healthy controls (Kish et al., 1988). 

2) PD medication (L-dopa, DA agonists) facilitates DA activity. This is simulated by 

simply adding a fixed constant to the preexisting clamped δ (Dauer et al., 2003; Foley 

et al., 2004). 

Hence, to represent the PD condition, the eqn. (3.2) describing DA activity is first 

clamped to δLim, as in eqn. (4.6). 

 

Lim Limif ;    
                      

4.6 

Where Eqn. (4.6) represents the non-medicated condition (PD-OFF). In the recently-

medicated condition (PD-ON), in addition to the clamping step (to δLim) just 

described, there is a transient increase in DA (to model the medication factor δMed) to 

the clamped δ, which is implemented as: 

 

≔ Med 
                         

4.7 

 

This altered δ, that represents any medication condition, is then used for the 

corresponding simulations in the experiments. The ON and the OFF medication status 

is brought out by eqn. (4.8). 

[ , ]

( ) [ , ]

[ , ]

Lim

Med Lim Med

a b for controls

t a for PD OFF

a for PD ON

 

  




 
                 

4.8 

where δLim and  δLim+ δMed are lesser than b. 
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 The 5HT levels are also found to be lower in the PD patients (Fahn et al., 1971; 

Halliday et al., 1990; Bedard et al., 2011).  

 Models of the BG using GEN dynamics (Chakravarthy et al., 2010; Chakravarthy 

et al., 2013) have  been reported to successfully explain reaching movements 

(Magdoom et al., 2011), spatial navigation (Sukumar et al., 2012), saccade generation 

(Krishnan et al., 2011), precision grip (Gupta et al., 2013), gait (Muralidharan et al., 

2014), and reward-punishment learning (Balasubramani et al., 2012; Balasubramani 

et al., 2014; Balasubramani et al., 2015a; Balasubramani et al., 2015b), in healthy 

controls and PD conditions.  

 The above described formulations of the GEN policy, involving the value and 

utility functions respectively, are used in the following sections to model two motor 

symptoms of PD namely gait and precision grip. 

4.3 A model of Parkinsonian Gait 

This section on modeling PD gait
1
 intends to test the GEN dynamics for explaining 

value based decision making in humans. 

 The parkinsonian gait is characterized by symptoms such as reduced stride length 

and walking speed, increased cadence and double support duration, lessened intra-

individual variability in foot strike patterns, and postural instability (Hausdorff et al., 

1998; Morris et al., 1998; Morris et al., 2000; Kimmeskamp et al., 2001). In advanced 

stages, the patient may witness more debilitating feature called freezing of gait (FOG) 

that is cessation of gait triggered by environmental contexts such as narrow passages 

(Almeida et al., 2010; Cowie et al., 2010). It is an episodic phenomenon and is also 

marked by frequent falls (Latt et al., 2009). The context- evoked movement cessation 

implies the importance of higher level cortical control on the rhythm generating spinal 

control in gait and FOG (Giladi et al., 2001; Bloem et al., 2006; Nutt et al., 2011). 

The GEN model of the BG is used in this section to account for the cortical control, 

                                                 
1
 The work has been done in collaboration with Vignesh Muralidharan and is published as 

(Muralidharan et al., 2014). This section only highlights the BG mediated (GEN dynamics) value based 

decision making with rest of the details in Annexure A. The model explains the experimental data from 

studies namely Almeida et al., (2010) and Cowie et al., (2010). Joint roles of dopamine and serotonin 

in value based decision making (that is relevant to this thesis) are dealt in the next chapter. 
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whereas a central pattern generator model (Ijspeert, 2008) is utilized for modeling the 

spinal cord rhythms. The environmental context is modeled as the state signal, while 

the velocity of the gait is modeled to be controlled via the GEN action selection 

dynamics of the BG. 

4.3.1 Experiment Summary 

We model the experimental studies by (Cowie et al., 2010; Almeida et al., 2010) that 

requires the subject/patient to walk along a short track approaching a doorway. The 

doorways can be of wide, medium or narrow types. The velocity manifested by the 

agent is measured along the track, for testing their speed-accuracy trade-off. A very 

high velocity while negotiating the door may lead to collision, causing the agent to 

reduce the speed in the vicinity of the doorway. The experiment was carried out on 

the healthy controls, PD (ON / OFF, freezers / non-freezers), and the medication used 

were DA agonists.  

 The results for the following two studies are presented. The Cowie et al. (2010) 

study simulated the velocity profile for the healthy controls, PD-ON freezers and PD-

OFF freezers. The Almeida and Lebold (2010) study simulated the velocity profiles 

especially for the PD-ON freezers, PD-ON non-freezers, and healthy controls.  The 

experimental results are as below. The stride lengths in the Cowie et al., (2010) study 

had the following pattern: stride length for healthy controls is greater than that of  PD-

ON freezers which in turn is greater than that of  PD-OFF freezers. The Almeida et 

al., (2010) study reported the following trends in the step lengths of various subject 

groups: Healthy controls > PD-ON non-freezers > PD-ON freezers. The trends were 

very clear in the narrow door condition. 

4.3.2 Model framework 

The agent is simulated to repeatedly approach a doorway of a particular type for the 

estimation of the velocity profile. The agent starts approach to the doorway from a 

distance, y = 0.1, for a random breadth-wise displacement, x, and is directed towards 

the doorway whose center is located at (x, y) = (0, 10). The types of the doorways 

with distinct door sizes (dlength) are considered: dlength of 3 m for ‘wide’, 2.5 m for 
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‘medium/normal’ and 2 m for ‘narrow’ cases, with the agent being a circular body of 

1 m diameter. 

 The reward value of r = 5 is provided on successful passage through any particular 

doorway, r = -1 for collision with the sides of the door and the boundaries of the track, 

and r = 0 elsewhere. The track boundaries are x = [-2, 2], and y = [-2, 2]. 

 The states are the view vector representations (of size 1*50), given by ϕ(t) (Refer 

Annexure A for details on computing ϕ(t)).The value functions are approximated by 

using eqn. (4.9). 

i itanht ,t ,tQ ( W )                       
4.9 

Here i represents each element in the view vector representing the state. The update of 

the corticostriatal connection weights W depends on DA correlate, the temporal 

difference error, given by eqn. (4.10), and is expressed as eqn. (4.11). 

1t t tr Q Q    
                    

 4.10 

tW                          4.11 

 The policy used here is the Go-Explore-NoGo (eqn. (4.3)), that uses the changes in 

value function (represented in eqn. (4.9)) for the selection of a particular regime. The 

change in the value function that drives the GEN policy is provided by the following 

equation.  

1Q t tQ Q  
                      

4.12 

This policy determines the action (the velocity vector that has to be followed by the 

agent), which then is passed on to a central pattern generator model (Annexure A) that 

generates  the hip and knee angles θ, for the calculation of the next position. There is 

no significant change in cadence (steps/sec) of the subjects involved in the 

experimental study (Cowie et al., 2010), hence the frequency of the Hopf oscillators is 

fixed such that the output rhythm produces 2 steps/sec or 1 stride.  
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The procedure for optimization is listed below: In the BG model, GEN parameters 

(A's and λ's: Ag, An, Ae , λG , λN, c1, c2, c3) of eqn. (4.3) are optimized for healthy 

controls. Then these parameters are carried over to model PD-OFF and PD-ON 

conditions. The ones that represent the PD-OFF model are δLim, γ and  σ, that have to 

be trained. The medication parameter δMed (eqn. (4.6)) is simply set to 0. For modeling 

the PD-ON condition, the parameters (A's and λ's) were the same as PD-OFF and 

healthy controls, whereas the parameters δLim, δMed, γ and σ are trained. The effect of 

adjusting  parameters like γ and σ in addition to δLim and δMed (DA parameters) had led 

us to  draw  interesting conclusions regarding the relevance of these parameters to 

induction of freezing of gait (FOG). 

4.3.3 Simulation results 

Table 4.1 shows the parameter values for different case settings obtained using 

genetic algorithm optimization with parameters represented in Annexure B.  

Table 4.1: Parameter values representing different subject groups. Published in   

(Muralidharan et al., 2014). 

Parameters 
Healthy 

controls 
PD-OFF PD-ON 

PD Non-

freezers (ON) 

δLim - -0.1 -0.1 -0.1 

Γ 

0.8 (for Cowie 

et al.) 

0.85 (for 

Almeida et al.) 

0.1 (for 

Cowie et al.) 

0.1 (for Cowie 

et al.) 

0.75 (for 

Almeida et al.) 

0.8 (for Almeida 

et al.) 

Σ 

0.3 (for Cowie 

et al.) 

0.23 (for 

Almeida et al.) 

0.1 (for 

Cowie et al.) 

0.1 

0.12 (for 

Almeida et al.) 

0.2 (for Almeida 

et al.) 

δMed 0 0 
0.12 (for both) 

 

0.12 (for 

Almeida et al.) 

The stride lengths of various subject groups (Cowie et al., 2010) in the experiment 

and model are provided in Figure 4.1.  

a) 
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b) 

 

Figure 4.1: Mean Stride lengths and Standard Errors for Healthy controls, PD-ON and 

PD-OFF under different doorway cases in (a) experiments (Cowie et al., 

2010) and (b) simulations, obtained on averaging the velocities are the 

door itself and half of the door width [-2dpos, 2dpos] on either sides along 

the width of the track in the testing phase (instances = 50). The training 

phase continued for 100 instances that allowed updating of corticostriatal 

weights (p<0.005; N = 50). Published in (Muralidharan et al., 2014). 

 The step lengths of various subject groups as compared in (Almeida et al., 2010) is 

provided in the Figure 4.2. 
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a) 

 

b) 

 

Figure 4.2: Mean and Standard Deviation of Step length profiles for PD freezers and 

non-freezers under wide, medium and narrow door cases in experiments 

(Almeida et al., 2010) (a) and simulations (b) (averages for 1500 

instances). Published in (Muralidharan et al., 2014). 

 The value function constructed for different subject groups in (Cowie et al., 2010) 

through the model are provided in Figure 4.3.  
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(a)                                                                 (b) 

 

 

Figure 4.3: Value function represented across space for a narrow door (dlength=2) in a) 

Healthy controls and b) PD Condition. Published in (Muralidharan et al., 

2014). The color code from lighter to darker scale represent the 

increasing magnitude of value function. 

 The value function for healthy controls shows a positive gradient in the vicinity of 

the door suggesting the presence of a reward at the door. In case of PD patients, the 

value function is inverted and dips before the doorway, indicating low reward 

expectancy near the door. Since the GEN dynamics (eqns. (4.3)) depend on the 

gradient of value function (represented by δQ), that negative gradient of value function 

results in the velocity dip near the doorway.  

 Freezing of gait (FOG) is exhibited as marked lowering of the velocity evoked by 

certain contexts, such as negotiating a narrow doorway). This is markedly observed 

for PD-OFF freezers model navigating narrow doorways in the (Cowie et al., 2010) 

study, and for PD-ON freezers model in the (Almeida et al., 2010) study. The trends 

obtained by the model generating the gait patterns for the subject groups (healthy 

controls, PD-ON, and PD-OFF; freezers and non-freezers) closely match the 

experimental results (Figure 4.1 and Figure 4.2). The step length variability profiles of 

the (Almeida et al., 2010) study are also provided in Annexure A. The modeling 

results substantiate that γ and σ in addition to δLim and δMed (DA parameters) is 

required for observing the reduced velocity near the doorways, and their sensitivity 



37 
 

 

analysis can be found in the Annexure A. These non-DA correlates i.e., γ and σ are 

reported in literature to be the functional correlates of neuromodulator 5HT (Tanaka 

et al., 2007), and exploration control in STN-GPe (Russell et al., 1992), respectively 

(Doya, 2002) in the BG. Therefore the modeling results suggest a treatment approach 

that enhances not only DA but also 5HT for PD patients. 

 Hence, the velocity profiles of healthy controls and PD patients are effectively 

captured by a simple BG model implementing value function-based decision making 

mediated by DA and 5HT. 

4.4 A model of precision grip performance in PD patients 

This section presents a BG model
2
 described by GEN dynamics, with utility based 

decision making. The model is applied to explain precision grip performance in PD 

patients.  

 Precision grip (PG) is a form of grip that involves holding a small object between 

the thumb and forefinger  (Napier, 1956). Several frontal and parietal cortical areas 

sub-serve the fine execution of PG forces, while the final effectors namely the thumb 

and forefinger complies to the higher cortical control.  

4.4.1 Experiment Summary 

In order to grip and lift the object successfully the agent has to effectively combine 

two forces: grip force, FG, and lift force, FL, exerted on to the object. The critical FG at 

which the object slips is called the slip force (Fslip).  

 The term safety margin (SM) can be used to describe the extra force that the agent 

exerts above the Fslip for the steady state FG (Stable grip force: SGF). An adequate SM 

is necessary to prevent the object from slipping due to the internal perturbations in the 

movement (accelerations due to the arm motion) (Werremeyer et al., 1997) and 

                                                 
2
 The work has been done in collaboration with Ankur Gupta and is published as (Gupta et al., 2013). 

This section only highlights the BG mediated (GEN dynamics) risk based decision making with rest of 

the details in Annexure C. The model explains the experimental data from studies namely Fellows et 

al., (1998) and Ingvarsson et al., (1997). Joint roles of dopamine and serotonin in risk based decision 

making (that is relevant to this thesis) are dealt in the next chapter. 
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external perturbations (random changes in object load) (Eliasson et al., 1995). On the 

other hand, excessive values of SM imply excessive application of grip force, which 

may lead to crushing of the object at hand. The concept of SM determines SGF for a 

given system, which is estimated in various subject types such as healthy controls, 

PD-ON and PD-OFF subjects in studies by Fellows et al. (1998) and Ingvarsson et al. 

(1997). The medication used in studies by Fellows et al. (1998) and Ingvarsson et al. 

(1997) was L-Dopa, a precursor to the neuromodulator DA. 

 The results of the study by (Fellows et al., 1998), and (Ingvarsson et al., 1997)are 

simulated in this section. The Fellows et al. (1998) study task setup was simulated 

using a load of 0.3 kgs with a friction coefficient of 0.44, that has to be lifted to a 

height of 5 cms. The subject groups include the healthy controls and PD-ON patients. 

The Ingvarsson et al. (1997) study was simulated with loads weighing 0.3 kgs but 

with different friction coefficients containing objects (0.44: silk surface and 0.94: 

sandpaper surface), that has to be also lifted to a height of 5 cms. The subject groups 

include the healthy controls, PD-ON and PD-OFF patients. Both the studies show that 

the patients ON medication (PD-ON) had significantly higher grip force exertion 

compared to that of the healthy controls and OFF medication PD patients (PD-OFF).   

4.4.2 Model framework 

When seen in terms of SM,  the task of grip-lifting appears naturally like  a risk-based 

decision making problem. This is because a very low SM sets the operation of FGref 

near to the slipping point, thereby hence increase the risk of object-slipping; whereas 

increased value of SM sets the SGF operation apart from the Fslip leading to slipping 

of the object. Therefore the farther the SGF is from the Fslip, the lesser the magnitude 

of risk associated with FGref. Hence utility based approach that combined both value 

and risk functions becomes suitable for simulating this problem. The reference grip 

force exerted by the agent through time are themselves simulated as states, with the 

actions constitute the change in grip force required at every time step in a trial.  

 The value and risk of each reference grip force, FGref, depends on the grip-lift 

performance measure (VCE) associated with it. Actually the value and risk functions in 

continuous space of FGre fare computed as follows. For each grip force, FGref, a 
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continuous (noisy) version, 
^

F Gref, of the same is computed by adding a noise variable, 

ν from a uniform distribution, as follows. 

Gref GrefF  F   
                      

4.13 

 The grip performance simulated for multiple samples of 
^

F Gref are used for 

computing the performance measure of their mean, i.e., FGref (the grip-lift control 

system providing the performance of
^

F Gref is described in Annexure C). Value and risk 

associated with each FGref are calculated using a reward like measure called VCE. The 

details for computing the value and risk functions are provided in the last section of 

Annexure C. The value function would then be defined for a grip force FGref as, 

 
^

GrefGref CEV F   mean V F
  

   
                    

4.14 

The risk function √h associated with the grip force FGref can be calculated from the 

following equation. 

 
^

GrefGref CEF   var V Fh
  

   
                     

4.15 

Then the utility function which is a combination of value function and the risk 

function would be defined as follows: 

     ( t ) ( t ) ( t )Gref Gref GrefU F V F h F 
             

4.16 

Here, κ is the risk sensitive coefficient, and t is the trial. The parameter ν is a 

uniformly distributed noise that is modeled to decrease with increasing friction 

coefficient. The values ν   [-3,3] for the study by Ingvarsson et al. (1997) silk surface, 

and Fellows et al. (1998), while the values ν   [-1.5,1.5] for the Ingvarsson et al. 

(1997) study on sandpaper surface. Note that modeling the value and risk functions 

for each FGref as a gaussian distribution with mean being FGref itself and standard 
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deviationas mentioned by ν, allows their computation to happen in a continuous 

manner. 

 The performance measure for every grip force, 
^

F Gref as indicated by VCE is 

provided by the following eqn. (4.17). The details of computing the performance 

measure (CE) are given later in this section. 

^

Gref

^
CE(F )

GrefCEV F e 
 

                      

4.17 

 Now the policy of the BG (GEN) as described for healthy controls by eqns. (4.3, 

4.4) and for representing PD by eqns. (4.6-4.8) are made to follow utility (eqn. (4.16)) 

based decision making. Note that the change in utility (eqn. 4.18) drives the BG 

equations, whose ΔX (action) is here taken as ΔFGref. Therefore the BG dynamics is 

modeled to optimize FGref.  

Gref Gref( ) (F ( )) (F ( 1))U t U t U t   
                

4.18 

 At every step, the application of FGref onto the object at hand is simulated using a 

precision grip control system consisting of a grip force and a lift force controller. 

These control systems take in the FGref as a reference grip force, along with the 

reference position for the object to be lifted up to is given (Annexure C). The 

reference grip information is thought to be originating from higher order brain areas 

such as cortex and the BG in the model. The control system provides the all the 

dynamical quantities controlling the gripping and lifting of the object. The details are 

provided in the Annexure C. 

 The performance of the precision grip system for a given FGref is evaluated using 

the following cost function, CE, (eqn. (4.19)) that constitutes the errors in gripping 

and lifting. That is the average position difference between the finger and the object at 

the end of the trial and the difference in position between the desired and actual 

average position of the object. The object position (Xo) and finger position (Xfin), 

derivatives ( o,  o,  fin,  fin) for a given FGref are obtained by computations of the 

plant as mentioned in the Annexure C. 
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22

0.5 0.5
ofin o ref

fin ref

X X X    X
CE          

X X

   
       

                  
4.19 

 Though the controllers are trained through the computations as presented in the 

Annexure C, for low values of FGref, the object may slip. But once the FGref is 

sufficiently high, slip is prevented and the object can be lifted successfully. Then for a 

successful lift, an optimal value of FGref needs to be determined. The optimal FGref, 

depends on the experimental setup, skin friction etc. (Ingvarsson et al., 1997; Fellows 

et al., 1998) and also the value of cost function that is associated a particular FGref.  

For a given value of skin friction and other experimental parameters like object 

weight etc., optimal FGref is the one that maximizes value and minimizes risk in the 

utility function formulation of eqn. (4.16). The maximum of value is reached once 

FGref, exceeds the FSlip. But risk is minimized only when FGref is not just higher than 

but sufficiently away from the FSlip. 

 The features that distinguish healthy controls from PD in terms of V(FGref) and 

h(FGref) are as follows: In PD-OFF condition, the DA parameter (δU described in eqn. 

(4.18)) is clamped (as in eqn. (4.6)) with a clamp value of δLim = 0.15, whereas in PD-

ON condition we add a positive constant (δMed =0.1) to δU (as in eqn. (4.7)). The 

neuromodulator serotonin is also found to be decreased in levels in the PD patients. In 

addition to these changes in the DA signal, δU, we assume altered risk sensitivity in 

PD, which is thought to be controlled by serotonin activity (Long et al., 2009). The 

healthy controls (Normals)' precision grip is simulated using the utility parameters – 

viz. κ  = 0.5, δLim = 1 and δMed = 0, and others (viz. AG/E/N, λG/N and σE)  that are 

obtained through GA optimization (Annexure B). The PD (ON / OFF) conditions was 

simulated by fixing the sensitivities (= λG/N and σE) to be the same as the healthy 

controls and searching the state space for optimal AG/E/N, κ, δLim, δMed values. The cost 

function used for parameter estimation includes optimization of both the stable (mean) 

and variance of the exerted grip force for matching the experimental results. 

4.4.3 Simulation results 

The model aims to reproduce the stable grip force (mean) and variance of grip force 

reported in the studies (Ingvarsson et al., 1997; Fellows et al., 1998) that was obtained 
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using constant weights for the objects. Using the GEN policy on δU, we simulate our 

model with parameters described in Table 4.2 - Table 4.3.  

The parameters of the GEN that were optimized for various subject types are: 

Table 4.2: Table showing the GEN parameters and Utility parameters for Fellows et al   

(1998) normal and PD-ON. All the parameters for Normals were 

optimized using GA; and only AG, AN, AE were optimized by GA for 

PD-ON condition. The variables marked with * are the utility parameters 

whose value were set apriori to GA optimization. Published in (Gupta et 

al., 2013). 

 
Fellows et. al. (1998) 

 
Norm PD-ON 

λG 1.53 1.53 

λN -7.18 -7.18 

σ E 1.00 1.00 

AG 0.01 0.50 

AN 1.60 2.76 

AE 0.43 1.01 

κ * 0.50 0.30 

δL* 1.00 0.15 

δMED* 0.00 0.10 

A comparison of the experimental and simulated data obtained for Fellows et al. 

(1998) using the parameters in Table 4.2 is given in Figure 4.4. 
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Figure 4.4: Comparison of experimental (Fellows et al. 1998) and simulation results for SGF.              

The bars represent mean (±SEM). Published in (Gupta et al., 2013).  

A comparison of the experimental and simulated data obtained for Ingvarsson et al. 

(1997) for silk and sandpaper using the parameters in Table 4.3 is given as Figure 4.5 

and Figure 4.6, respectively.  

Table 4.3: Table showing the GEN parameters and Utility parameters for Ingvarsson    

et al (1998)study with normal, PD-OFF and PD-ON subjects grip-lifting 

silk and sandpaper surface. The parameter AG/E/N was optimized using 

GA; and λG/N and σE were kept same as Fellows et al (1998). The 

variables marked with * are the utility parameters whose value were set 

apriori to GA optimization. Published in (Gupta et al., 2013). 

 
Ingvarsson et. al. 1997 

 
Norm PD-OFF PD-ON 

λG 1.53 1.53 1.53 

λN -7.18 -7.18 -7.18 

σ E 1.00 1.00 1.00 

AG 0.60 1.96 2.32 

AN 2.16 3.78 5.67 

AE 0.29 0.35 0.32 

κ * 0.50 0.30 0.30 

δL* 1.00 0.15 0.15 

δMED* 0.00 0.00 0.10 
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Figure 4.5: Comparison of experimental (Ingvarsson et. al. 1997) and simulation results for 

SGF for silk surface. The bars represent the median (±Q3 quartile). Published in 

(Gupta et al., 2013). 

 

Figure 4.6: Comparison of experimental (Ingvarsson et. al. 1997) and simulation results for                  

SGF for sandpaper surface. The bars represent the median (±Q3 quartile).                  

Published in (Gupta et al., 2013).  

 Studies also suggest an increased risk taking in PD patients (in particular risk in 

PD-ON> risk in PD-OFF) compared to healthy controls (Cools et al., 2003). Since κ 

represents risk sensitivity in the Utility function (eqn.4.16), we fix a smaller κ in PD 

condition (both ON and OFF). We let κ = 0.5 in normals, and κ = 0.3 in both PD-ON 
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and OFF conditions). Ingvarsson et al. (1997) demonstrated that the healthy controls 

and the PD-OFF subjects generated almost similar SGF, while the PD-ON subjects 

had a higher SGF. The difference was markedly higher in the study by Fellows et al. 

(1998) study that experimented with healthy controls and PD-ON subjects. The same 

is successfully shown by the proposed utility based model too. Hence the utility based 

decision making with the GEN dynamics of the BG can efficiently explain the 

increased PG observed in PD patients compared to that of the controls. 

4.5 Synthesis 

This chapter deals with instances of both value and utility based decision making in 

the BG. The pivotal roles performed by the neuromodulators DA and 5HT in these 

models are as, temporal difference errors (δ, δQ, and δU) and discount factor (γ), 

respectively. Note that 5HT is not explicitly represented in the instance of utility 

based decision making using precision grip experiment.  

 Overall it is necessary to expand the approach to decision making in the BG from 

value-based to utility-based form. The following chapters provide a theory for 

reconciling the multifarious roles of the neuromodulators described in the chapter, 

namely DA and 5HT, in a single framework in the BG.  
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CHAPTER 5 

 

AN ABSTRACT COMPUTATIONAL MODEL OF 

DOPAMINE AND SEROTONIN  FUNCTIONS IN THE BG 

5 An abstract computational model of Dopamine and Serotonin  unctions in the BG 

In addition to DA, there are other neuromodulators – serotonin, norepinephrine and 

acetylcholine - which play crucial roles in the wide-ranging functions of the BG. Of 

particular interest is the interaction between the mesencephalic DA and serotonin 

(5HT) from dorsal raphe nucleus (DRN) as experimental studies suggest that the 

functions of both are interlinked (Morrison et al., 2009; Oleson et al., 2012). From 

experiments in which subjects were asked to associate rewards or punishments to 

stimuli, it became clear that central 5HT modulates punishment prediction 

differentially from reward prediction (Cools et al., 2008). Furthermore, artificial 

reduction of 5HT, by reducing the levels of tryptophan in the body, decreased the 

tendency to avoid punishment (Cools et al., 2011). Some authors claim that the 

function of 5HT is in opposition to that of DA: whereas the former is associated with 

punishment  prediction, the latter is linked to reward prediction (Daw et al., 2002). A 

second theory of 5HT function associates this molecule with the time scale of reward 

prediction. This theory is based on experiments which showed that under conditions 

of low 5HT, subjects exhibited impulsivity—the tendency to choose short-term 

rewards over the long-term ones (Tanaka et al., 2007). A third theory relates 5HT to 

risk-sensitivity. Low levels of 5HT promote risk seeking behavior when provided 

with choices of equal mean and different variances (risk) associated with the 

outcomes (Long et al., 2009; Murphy et al., 2009). Thus there are three diverse 

theories that seek to associate 5HT to: 1) punishment sensitivity, 2) time scale of 

reward prediction, and 3) risk-sensitivity respectively. 

 This problem of unifying the listed three functions of 5HT in the BG is dealt in this 

chapter. The chapter starts with description of utility based decision making in the 

BG, and ends by claiming that the framework effectively represents the DA+5HT 

mediated BG dynamics. In this modeling study, we present a model of both 5HT 

and DA in BG cast within the utility function framework. Here, DA represents TD 
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error as in most extant literature of DA signaling and RL (Schultz et al., 1997; Sutton, 

1998), and 5HT controls risk prediction error. Action selection is controlled by the 

utility function that is a weighted combination of both the value and risk function 

(Bell, 1995; Preuschoff et al., 2006; d'Acremont et al., 2009). In the proposed 

modified formulation of utility function, the weight of the risk function depends on 

the sign of the value function and a tradeoff parameter α (representing 5HT), which 

we describe in detail below. Just as value function was thought to be computed in the 

striatum, we now propose that the utility function is also computed in the striatum. 

5.1 A utility function based formulation 

On the lines of the utility models described by (Bell, 1995) and (d'Acremont et al., 

2009), the proposed model of the utility function ‘Ut’ is presented as a tradeoff 

between the expected payoff and the variance of the payoff (the subscript 't' refers to 

time). The original Utility formulation used in (Bell, 1995; d'Acremont et al., 2009) is 

given by eqn. (5.1) (also referred in eqn. (3.4)). 

t t tU ( s,a ) Q ( s,a ) h ( s,a ) 
                 

5.1 

where Qt is the expected cumulative reward and ht is the risk function or reward 

variance, for  state, 's', action, 'a'; and 'κ' is the risk preference. Note that in eqn. (5.1), 

we represent the state and action explicitly as opposed to that presented in (Bell, 1995; 

d'Acremont et al., 2009). Following action execution policy 'π', the action value 

function 'Q' at time 't' of a state, 's', and action, 'a' may be expressed as 

1t t t t t t Q tQ ( s ,a ) Q ( s ,a )    
                 

5.2 

where 'st' is the state at time 't', 'at' is the action performed at time 't', and 'ηQ' is the 

learning rate of the action value function (0 < ηQ < 1). Note that the value function 

computed using the above formulation is proposed to happen in the striatum as 

explained in the chapter 2. 

 The temporal difference (TD) error measure of DA is defined by δt in the following 

equation for the case of immediate reward problems. 
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 t t t t tδ = r Q s ,a
                      

5.3 

 In the case of delayed reward problems, the temporal difference error is 

represented as  

   1 1 1t t t t t t t tδ = r + Q s ,a Q s ,a   
                5.4 

where 'st+1' is the state at time 't+1', 'at+1' is the action performed at time 't+1', Similar 

to the value function, the risk function 'ht' has an incremental update as defined by 

eqn. (5.5). 

1t t t t t t h th ( s ,a ) h ( s ,a )    
      

5.5 

where 'ηh' is the learning rate of the risk function (0 <ηh< 1), and 'ξt' is the risk 

prediction error expressed by eqn. (5.6), 

2

t t t t t= -h (s ,a ) 
      

5.6 

 The parameters ηh and ηQ are set to 0.1 in the simulations followed in this chapter, 

and Qt and ht are set to zero at t = 0 for simulations of this chapter. We now present a 

modified form of the utility function by substituting κ = α sign(Qt(st,at))  in eqn. (5.1), 

whose reasoning is given below. 

t t t t t t t t t t t tU ( s ,a ) Q ( s ,a ) sign(Q ( s ,a )) h ( s ,a ) 
     

5.7 

 In the above equation, the risk preference includes three components -  the ‘’ 

term, the 'sign(Qt)' term, and the risk term '√ht'. The sign(Qt) term achieves a familiar 

feature of human decision making viz., risk-aversion for gains and risk-seeking for 

losses (Markowitz, 1952; Kahneman, 1979). In other words, when sign(Qt) is positive 

(negative), Ut is maximized (minimized) by minimizing (maximizing) risk. Note that 

the expected action value Qt would be positive for gains that earn rewards greater than 

a reward base (here = 0), and would be negative otherwise during losses. The 
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construction of utility is proposed to happen in the striatum of the BG as described in 

Chapter 2. 

 We associate 5HT level with , a constant that controls the relative weightage 

between action value and risk (eqn. (5.7)). Hence the 5HT activity in the striatum of 

the BG is related to controlling the risk sensitivity for the construction of utility. 

 Regarding the action execution policy used in this chapter, action selection is 

performed using softmax distribution (Sutton, 1998) generated from the utility. Note 

that traditionally the distribution generated from the action value is used. The 

probability, Pt(a|s)  of selecting an action 'a', for a state 's',  at time 't' is given by the 

softmax policy (eqn. (5.8)).  

1

n

t t t

i

P( a | s ) exp( U ( s,a )) exp( U ( s,i )) 


 
             

5.8 

'n' is the total number of actions available at state, 's', and 'β' is the inverse 

temperature parameter. Values of β tending to 0 make the actions almost equiprobable 

and the β tending to ∞ make the softmax action selection identical to greedy action 

selection. 

 Note that 5HT's influence on decision making extends to various functions such as 

risk sensitivity, time scale of reward prediction, and punishment sensitivity. 

Therefore, this chapter deals with application of the proposed unified model 

representing 5HT to control the risk prediction error, and DA controlling the reward 

prediction error, to the distinct experiments dealing with various representative 

functions of 5HT. This chapter shows that the model can successfully reconcile the 

various functions of 5HT in decision making.  

 We apply the model of 5HT and DA in BG as described in this section to explain 

several risk-based decision making phenomena pertaining to BG function. 

1) Measurement of risk sensitivity: Two experiments are simulated in this category: 
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Risk sensitivity in Bee foraging (Real, 1981) 

Risk sensitivity and Tryptophan depletion (Long et al., 2009) 

2) Representation of time scale of reward prediction (Tanaka et al., 2007) and  

3) Measurement of punishment sensitivity (Cools et al., 2008).  

4) Furthermore the ability of this lumped model for explaining the Parkinson's 

Disease patients behavior (Bodi et al., 2009) is also described at the end of the 

chapter. 

 The parameters for each experiment are optimized using genetic algorithm (GA) 

(Goldberg, 1989a) (Details of the GA option set are given in Annexure B).  

5.2 Risk sensitivity in bee foraging 

5.2.1 Experiment summary 

In the bee foraging experiment by Real (1981), bees were allowed to choose between 

flowers of two colors – blue and yellow. Both types of flowers deliver the same 

amounts of mean reward (nectar) but differ in the reward variance. The experiment 

showed that bees prefer the less risky flowers i.e. the one with lesser variance in 

nectar (Real, 1981).  

 Biogenic amines such as 5HT are found to influence foraging behavior in bees 

(Schulz et al., 1999; Wagener-Hulme et al., 1999). In particular, the brain levels of  

DA, 5HT and octopamine are found to be high in foraging bees (Wagener-Hulme et 

al., 1999). Montague et al. (1995) showed risk aversion in bee foraging using a 

general predictive learning framework without mentioning DA. They assume a special 

“subjective utility” which is a non-linear reward function (Montague et al., 1995) to 

account for the risk sensitivity of the subject. In the foraging problem of (Real 1981) 

bees choose between two flowers that have the same mean reward but differ in risk or 

reward variance. Therefore, the problem is ideally suited for risk-based decision 

making approach. We show that the task can be modeled, without any assumptions 
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about “subjective utility,”  by using the proposed 5HT-DA model which has an 

explicit representation for risk. 

5.2.2 Simulation 

The above phenomenon of bee foraging is modeled using the modified utility 

function of Section 2. This foraging problem of (Real, 1981) is treated as a variation 

of the stochastic 'two-armed bandit' problem (Sutton, 1998), possessing no state (s) 

and 2 actions (a). We represent the colors of the flower (‘yellow’ and ‘blue’) that 

happens to be the only predictor of nectar delivery as two arms (viz. the two actions, 

a). Initial series of experimental trials is modeled to have all the blue flowers (“no-

risk” choice) delivering 1 l (reward value 'r'= 1) of nectar; 1/3 of the yellow flowers 

delivering 3 l ('r' = 3), and the remaining 2/3 of the yellow flowers contain no nectar 

at all ('r' = 0) (yellow flowers = “risky” choice). These contingencies are reversed at 

trial 15 and stay that way till trial 40. Since the task here requires only a single 

decision per trial, it is modeled as an immediate reward problem (eqn. (5.3)). Hence 

the δ for any trial 't' is calculated as in eqn. (5.9) for updating the respective action 

value by eqn. (5.10). 

 t t t tδ = r Q a {blue flower, yellow flower } 
             

5.9

1t t t t Q tQ ( a ) Q ( a )    
                   

5.10 

1t t t t h th ( a ) h ( a )    
                    

5.11 

2

t t t t= -h (a ) 
                      

5.12 

t t t t t t t tU ( a ) Q ( a ) sign(Q ( a )) h ( a ) 
              

5.13 

 In the simulation, the expected action value (given by 'Q') for both the flowers 

converges to be the same value (=1). The proposed model accounts for the risk 

through the variance (represented by 'h' of each flower: eqns. (5.11,5.12)) component 

in the utility function (eqn. (5.13)).  
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5.2.3 Results 

In the bee foraging experiment (Real, 1981), most of the bees visited the constant 

nectar-yielding blue flowers initially i.e. they chose a risk-free strategy, but later the 

choice switched to the yellow flowers, once the yellow became the less risky choice. 

We observe the same in our simulations too. Risk-aversive behavior being an optimal 

approach during the positive rewarding scenario, the blue flowers that deliver a steady 

reward of 1 have higher utility and are preferred over the more variable yellow 

flowers initially. The situation is reversed after trial 15 when the blue flowers 

suddenly become risky and the yellow ones become risk-free. Here, the utility of the 

yellow flowers starts increasing, as expected. Note that the expected action value for 

both flowers still remains the same, though the utility has changed.     

 With ηh= 0.051, ηQ= 0.001,  = 1.5 in eqn. (5.13), and β = 10 in eqn. (5.13) for the 

simulation, the proposed model captures the shift in selection in less than 5 trials from 

the indication of the contingency reversal (red line in the Figure 5.1). Since the value 

is always non-negative, and α > 0, our model exhibits  risk-averse behavior, similar to 

the bees in the study.  

 

Figure 5.1:  Selection of the blue flowers obtained from our simulation (Sims) as an 

average of 1000 instances, adapted from (Real, 1981) experiment (Expt), 

and contingency is reversed at trial 15. 
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5.3 RISK SENSITIVITY AND RAPID TRYPTOPHAN DEPLETION 

5.3.1 Experiment summary  

Now we show that the above risk-based decision-making by 5HT-DA model 

framework can also explain the Long et al. (2009) experiment on risk sensitivity 

under conditions of Tryptophan depletion. In this experiment, a monkey was required 

to saccade to one of two given targets. One target was associated with a guaranteed 

juice reward (safe) and the other with a variable juice volume (risky). A non-linear 

risk sensitivity towards juice rewards by adopting risk-seeking behavior for small 

juice rewards and risk aversive behavior for the larger ones (Long et al., 2009) was 

observed in the monkeys. They showed that when brain 5HT levels are reduced by 

Rapid Tryptophan Depletion (RTD), monkeys preferred risky over safer alternatives 

(Long et al., 2009). Tryptophan acts as a precursor to 5HT and therefore reduction in 

tryptophan causes reduction in 5HT.  

5.3.2 Simulation 

The juice rewards ‘r
j
’, represented in (Long et al., 2009) as the open time of the 

solenoid used to control the juice flow to the mouth of the monkeys, are given in 

Table 5.1. The nonlinearity in risk attitudes observed by the monkeys is accounted for 

in the model by considering a reward base (r
b
) that is subtracted from the juice reward 

(r
j
) obtained. The resultant subjective reward (r) is treated as the actual immediate 

reward received by the agent (eqn. (5.14)). Subtracting r
b 

from r
j
, associates any r

j 
< 

r
b
 with an effect similar to losses (economy), and any r

j 
> r

b 
with gains. 

                       5.14 

  

j br r r 
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Table 5.1: The sample reward schedule adapted from(Long et al., 2009). Published in   

(Balasubramani et al., 2014). 

Serial no 
Safe target 

(ms) 

Risky targets (ms) - each with probability 

0.5 

(states, 

's') 
(r

j
) 

1 150 125,175 

2 150 100,200 

3 150 50,250 

4 140 40,240 

5 200 40,240 

6 210 40,240 

 The reward base (r
b
) used in the experiment is 193.2. A separate utility function Ut, 

is computed using eqn. (5.13) for each state 's' tabulated in (Table 5.1) and action 

choice 'a' (  a safe target, risky target ) pair. This is also modeled as an immediate 

reward problem and the subjective reward given by eqn. (5.9) is used for the 

respective (state, action) pair's TD error calculation (eqn. (5.3)). The action value 

function is updated over trials using eqn. (5.2) and the risk updates are using eqn. 

(5.5) for any (state, action) pair described above.  

5.3.3 Results 

Here we examine the following cases: 1) overall choice, 2) equal expected value 

(EEV) and 3) unequal expected value (UEV). In EEV cases, saccade to either the safe 

or the risky target offered the same mean reward, as shown in the first four states (s) 

of the (Table 5.1). In UEV cases, the mean reward maintained for the two targets is 

not the same, as in the last two states (s) of the (Table 5.1). The optimized 5HT 

parameter (used in eqns. (5.7, 5.13)), α, is equal to 1.658 for the RTD condition and is 

1.985 for the baseline (control) condition. The optimized β used in eqn. (5.8) is 0.044. 

Long et al. (2009) demonstrated a significant reduction in choosing safe option on 

lowering the 5HT levels in brain. This was seen irrespective of the options possessing 

equal or unequal expected value (EEV/ UEV). Our simulation results also generated a 
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similar trend for EEV and UEV cases (Figure 5.2: Sims) as that of experimental 

results (Figure 5.2: expt adapted from (Long et al., 2009)). The classical RL model 

would fail to account for such a result in the selection of safe option especially in the 

EEV case, where that model would predict equal probability (= 0.5) for selecting both 

the safe and risky rewards.  

 

Figure 5.2: Comparison between the experimental and simulated results for the (a) 

overall choice (b) Unequal EV (c) Equal EV, under RTD and Baseline 

(control) conditions. Error bars represent the Standard Error (SE) with 

size 'N'=100.The experiment (Expt) and the simulation (Sims) result of 

any case did not reject the null hypothesis, which proposes no difference 

between means, with P value > 0.05. Here the experimental results are 

adapted from Long et al. (2009). Published in  (Balasubramani et al., 

2014). 

 

5.4 TIME SCALE OF REWARD PREDICTION AND 5HT 

5.4.1 Experiment summary 

This section shows that the  parameter that represents 5HT is analogous to the time-

scale of reward integration (γ as in Eqn. (5.4)) as described in the study of Tanaka et 

al. (2007). In order to verify the hypothesis that 5HT corresponds to the discount 

factor, γ (as in eqn. (5.4)), Tanaka et al. (2007) conducted an experiment in which 
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subjects performed a multi-step delayed reward choice task under an fMRI scanner. 

Subjects had to choose between a white square leading to a small early reward and a 

yellow square leading to a large but delayed reward (Tanaka et al., 2007). They were 

tested in: 1) tryptophan depleted, 2) control and 3) excess tryptophan conditions. At 

the beginning of each trial, subjects were shown two panels, each consisting of white 

and yellow squares, respectively. The two panels were occluded by variable numbers 

of black patches. When the subjects selected any one of the panels, a variable number 

of black patches are removed from the selected panel. When either panel was 

completely exposed, reward was provided. One of the panels (yellow) provided larger 

reward with greater delay; the other (white) delivered a smaller reward but after a 

shorter delay. A total of 8 trials were presented to each subject and the relative time 

delay ranges set for the white and the yellow panels are (3.75~11.25 sec, 15~30 sec) 

in four trials, (3.75~11.25 sec, 7.5~15 sec) in two trials, and (1.6~4.8 sec, 15~30 sec) 

and (1.6~4.8 sec, 7.5~15 sec) in one trial each.  

5.4.2 Simulation 

We modeled the above task with the state variable 's' representing the number of 

black patches in a panel and action, 'a', as choosing any one of the panels. Each 

simulation time step equals one experimental time step of 2.5 sec. The initial number 

of black patches on the white and yellow panels are 18 ± 9, and 72 ± 24 respectively. 

The number of patches removed varied between trials, and are given for the white 

panel and the yellow panel as follows (Tanaka et al., 2007). They are (Ss, Sl) = (6 ± 2, 

8 ± 2) in 4 trials, (6 ± 2, 16 ± 2) in 2 trials, and (14 ± 2, 8 ± 2), (14 ± 2, 16 ± 2) in the 

remaining 2 trials respectively. The above 8 trials are repeated for all three tryptophan 

conditions viz. depleted, control and excess. Finally the reward associated with the 

white panel is r = 1 and with that of  yellow is r = 4. Since there is a delay  in 

receiving the reward, the TD error formulation used in eqn. (5.15) is used for updating 

the value of the states (denoting the discounted expectation of reward from a 

particular number of patches in a panel). The action of removing certain patches from 

a panel actually leads to another resultant state with a reduced number of patches. 

Hence at any particular 't' the resultant states of white and yellow panels are compared 

for action selection. While the value function is updated using eqn.(5.16), the risk 

function is updated as in eqns. (5.17, 5.18).  The agent is then made to choose 
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between the utility functions given by eqn. (5.19) of both the panels at time, ‘t’. 

Eventually the panel that is completely exposed is labeled as selected for a particular 

trial. 

   1 1t t t t t tδ = r + Q s Q s  
                   

5.15 

1t t t t Q tQ ( s ) Q ( s )                         
5.16 

1t t t t h th ( s ) h ( s )    
                    

5.17 

2

t t t t= -h (s )                         
5.18 

t t t t t t t tU ( s ) Q ( s ) sign(Q ( s )) h ( s ) 
              

5.19 

5.4.3 Results 

In Figure 5.3a, for sample values of   = (0.5, 0.6, 0.7) used in eqn. (5.15), the 

probability of selecting larger reward is plotted as a function of . Note that for 

constant , the probability of selecting delayed reward increases with . The β used to 

report the Figure 5.3 is 20. The change of value (Q) and risk (h) as a function of the 

states, 's' (# of black patches) of each panel is shown in Annexure D for various 

values of γ. If  is interpreted as 5HT level, delayed deterministic reward choices are  

favored at higher 5HT levels. Thus α in our model effectively captures the role of γ in 

the experiment of Tanaka et al. (2007) for functionally representing the action of 5HT 

in the striatum of BG. In addition, a trend of increasing differences between the 

utilities of the yellow and the white panels as a function of the state, st, could be seen 

on increasing the value of α (Figure 5.3b). This is similar to the increasing differences 

of value functions for states, st, between the yellow and white panels on increasing the 

value of γ (Figure 5.3b, Annexure D). These differences in values / utilities are of 

prime importance for deciding the exploration / exploitation type of behavior by any 

policy such as that in eqn. (5.8).  
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 This part of the section aims to relate the model's 5HT correlate (α in eqn. (5.19)) 

to that proposed in experiment of Tanaka et al. (2007) (γ as in eqn. (5.15)) in striatum. 

The differential activity of striatum observed in fMRI of the subjects in different 

tryptophan conditions was indeed modeled in Tanaka et al. (2007) via value functions 

(eqn. (5.16)) with different γ values. Specifically, the value generated by a lower 

(higher) γ value better modeled the striatal activity following tryptophan depletion 

(excess tryptophan). An increase in γ results in a value distribution, which when 

expressed with a particular value of β (eqn. (5.8)), would increase the probability of 

selecting the delayed but larger rewards (Sutton, 1998).  

 

Figure 5.3: (a) Selection of the long term reward as a function of . Increasing  

increased the frequency of selecting the larger and more delayed reward. 

Increasing  also gave similar results for a fixed . (b) Differences in the 

Utilities (U) between the yellow and white panels averaged across trials 

for the states, st, as a function of γ and α. Here N = 2000. Published in 

(Balasubramani et al., 2014). 
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Note that the subjects in Tanaka et al (2007) show no great preference to one action 

over the other, though the striatal activity levels in subjects show sensitivity to γ 

values. This could be because action selection is not singularly influenced by the 

striatum and is probably influenced by downstream structures in the BG such as GPi, 

or parallel structures like STN and GPe (Chakravarthy et al., 2010). Doya (2002) 

suggested that the randomness in action selection, which has been parameterized by β 

(eqn. 5.8) in RL models, can be correlated by the effect of norepinephrine on the 

pallidum. Thus for sufficiently small β, it is possible to obtain equal probability of 

action selection, though the corresponding utilities might sufficiently different. The 

focus of this section is to draw analogies between the discount parameter γ of classical 

RL models, and α parameter in our utility-based model, as substrates for 5HT function 

in striatum. 

5.5 REWARD/PUNISHMENT PREDICTION LEARNING AND 5HT 

5.5.1 Experiment summary 

The ability to differentially learn and update action selection by reward and 

punishment feedback is shown to change on altering the tryptophan levels in subjects. 

We model a deterministic reversal learning task (Cools et al., 2008; Robinson et al., 

2012) in which the subjects were presented with two stimuli, one associated with 

reward and the other with punishment. On each trial, the subjects had to predict 

whether the highlighted stimulus would lead to reward or punishment response. The 

subjects were tested in either a balanced or a depleted tryptophan levels (drink), on 

their association of the stimulus to the corresponding action at any time. Erroneous 

trials were followed by the same stimulus till it has been predicted by the subject 

correctly and the same is adopted in the simulations too. Trials were grouped into 

blocks. Each subject performed 4 experimental blocks, which were preceded by a 

practice block in order to familiarize the subject with the task. Each experimental 

block consisted of an acquisition stage followed by a variable number of reversal 

stages. One of two possible experimental cases was applied to each block. The 

experimental cases were: unexpected reward (punishment) case where a stimulus 

previously associated with punishment (reward) becomes rewarding (punishing). 

Since there are 4 blocks of trials, there were two blocks for each case. Performance of 
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the subjects in the non-reversal trials was evaluated as a function of—(a) drink and 

case (unexpected reward or unexpected punishment), and (b) drink and outcome 

(reward or punishment) trial type. Results showed that performance did not vary 

significantly with cases in both balanced and tryptophan depleted conditions. Errors 

were fewer for tryptophan depleted conditions than balanced conditions in both cases. 

Specifically, errors were fewer for punishment-prediction trials compared to reward-

prediction trials in tryptophan-depleted conditions. Thus the experiment suggests that 

tryptophan-depletion selectively enhances punishment-prediction relative to reward-

prediction.  Please refer (Cools et al., 2008) for a detailed explanation of the 

experimental setup and results. 

5.5.2 Simulation 

We model the two stimuli as states, 's'(  1 2s s , s ), and the response of associating a 

stimulus to reward or punishment as action, 'a' (action

 1 2a a   reward , a   punishment   ). At any particular trial 't', the rewarding 

association is coded by rt= +1, and the punitive association is coded by rt = -1. This is 

treated as an immediate reward problem and the TD error calculation in eqn. (5.3) is 

used. As in the experiments, three types of trials are simulated as follows: non-

reversal trials in which the association of a stimulus – response pair is learnt; reversal 

trials in which the change of the learnt association is triggered; and the switch trials 

where the reversed associations are tested following the reversal trials. The setup 

followed is similar to that of the experiment: The maximum numbers of reversal 

stages per experimental block are 16, with each stage to continue till the correct 

responses fall in the range of (5-9). The block terminates automatically after 120. 

There are two blocks in each case, and hence a total of 480 trials (4 blocks) conducted 

per agent. The design of the experiment has an inbuilt complementarity in the 

association of the actions to a particular stimulus (increasing the action value of a1 for 

a stimulus, s, decreases the same of a2 to s) and that of the stimuli to a particular 

action (increasing the action value of s1 to a decreases the same for s2 to a). Hence in 

the simulations, the action values associated (Qt(st,at) as in eqn. (5.2)) with the two 

actions (Q(s,at) and Q(st,a2)) for any particular state 's' are simulated to be 

complimentary (eqn. (5.20)) at any trial 't'.  
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1 2Q( s,a ) Q( s,a ) 
                    

5.20 

 The action values of the two stimuli 's'(Q(s1,a) and Q(s2,a)) mapped to the same 

action, 'a' are also complimentary (eqn. (5.21)) at any trial 't'.  

1 2Q( s ,a ) Q( s ,a ) 
                    

5.21 

 Hence, only one out of the four value functions (Q(s1,a1), Q(s1,a2), Q(s2,a1), 

Q(s2,a2),) are learnt by training while the other 3 are set by the complementarity rules 

to capture the experimental design. We assume that such a complementarity could be 

learnt during the initial practice block that facilitated familiarity. The action 

(response) selection is by setting the β of the policy eqn. (5.8) optimized to 10, and 

executing the same policy on the utilities (eqn. (5.7)) of the two responses (a) for any 

given stimulus (s) at a trial (t). The risk functions for the same are given by eqn. (5.5). 

5.5.3 Results 

In the non-reversal trials, all the errors with respect to the drink and the case (viz., 

unexpected reward and unexpected punishment) are featured in Figure 5.5. The errors 

with respect to the drink and the outcome (viz., reward and punishment prediction 

errors) in both cases are shown in Figure 5.4. Our results (Figure 5.4: simulation 

values) show that the reward prediction error in the simulations does not vary much 

from the balanced (optimized α = 0.5 representing control tryptophan) condition to the 

tryptophan depleted (represented by optimized α = 0.3) condition, but the punishment 

prediction error decreases thereby matching the experimental results (Figure 5.4: 

experimental values adapted from Cools et al., 2008). The errors in unexpectedly 

rewarding and punitive trials are obtained to be the same in both the balanced and 

tryptophan depleted conditions (Figure 5.5: simulation values) again matching with 

the experiment  (Figure 5.5: experimental values adapted from (Cools et al., 2008)).  
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Figure 5.4: The mean number of errors in non-switch trials (a) as a function of '' and 

outcome trial type; ' = 0.5' (balanced) and ' = 0.3' (Tryptophan 

depletion). Error bars represent standard errors of the difference as a 

function of '' in simulation for size 'N' = 100 (Sims). (b) Experimental 

error percentages adapted from Cools et al. (Cools et al., 2008). Error 

bars represent standard errors as a function of drink in experiment 

(Expt). The results in (b) were reported after the exclusion of the trials 

from the acquisition stage of each block. Published in (Balasubramani et 

al., 2014). 

 

Therefore, increased 5HT levels in balanced condition are seen promoting the 

inhibition of responses to punishing outcomes as proposed by Cools et al. (2008). 

Reducing 5HT via tryptophan depletion then removes this inhibition. We can see a 

similar result from Figure 5.4 and Figure 5.5 depicting balanced (=  0.5) and the 

tryptophan depleted ( =  0.3) conditions. Sign(Qt) term in eqn. (5.7) plays a crucial 

role in this differential response to gains (rewards) and losses (punishments) (analysis 

of the results on removing the Sign(Qt)  term is provided in Annexure E). As the data 

is in the form of counts, the errors are reported as SQRT(error counts) (Cools et al., 

2008) in Figure 5.4 and Figure 5.5. 
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Figure 5.5:  The mean number of errors in non-switch trials as a function of condition; 

Simulation (sims): ' = 0.5' (balanced) and ' = 0.3' (Tryptophan 

depletion). Experimental (Expt) results adapted from Cools et al. (Cools 

et al., 2008). Error bars represent standard errors either as a function of 

drink in experiment, or α in simulation for size 'N' = 100. Published in 

(Balasubramani et al., 2014). 

 

5.6 Modeling the reward-punishment sensitivity in PD 

The simulation studies presented so far are performed under controlled conditions. 

This section simulates a study related to reward/punishment learning that involved PD 

patients. 

5.6.1 Experiment summary 

We model an experimental study by (Bodi et al. 2009) that used a probabilistic 

classification task for assessing reward/punishment learning under the different 

medication conditions of PD patients. The medications used in the study were a mix 

of DA agonists (Pramipexole and Ropinirole) and L-Dopa. The task was as follows: 

one of four random fractal images (I1 to I4) were presented. In response to each 

image, the subject had to press on one of two buttons – A or B – on a keypad.  Stimuli 

I1 and I2 was always associated with reward (+25 points), while I3, I4 was associated 

with loss/punishment (-25 points). The probability of reward or punishment outcome 

depended on the button (A or B) that the subject pressed in response to viewing an 
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image. The reward / punishment probabilities associated with two responses, for each 

of the four stimuli, are summarized in Table 5.2.  

Table 5.2: The four types of images (I1 to I4) associated with  response type A and B 

with the following  probability are presented to the agent, and the 

optimality in sensing the reward (right associations) and the punishment 

(incorrect associations) are tested in control and PD condition.  

Learning Reward Punishment 

Image presented I1 I2 I3 I4 

Optimal type A B A B 

Probability(points) 

For optimal type 

0.8(+25) 0.8(+25) 0.8(0) 0.8(0) 

0.2(0) 0.2(0) 0.2(-25) 0.2(-25) 

Non-optimal type B A B A 

Probability(points) 

For non-optimal type 

0.2(+25) 0.2(+25) 0.2(0) 0.2(0) 

0.8(0) 0.8(0) 0.8(-25) 0.8(-25) 

There are 160 trials administered in 4 blocks. Experiments were performed on healthy 

controls, never-medicated (PD-OFF) and recently-medicated PD (PD-ON) patients. 

The study (Bodi et al., 2009) showed that the never-medicated patients were more 

sensitive to punishment than the recently-medicated patients and healthy controls. On 

the other hand, the recently-medicated patients outperformed the never-medicated 

patients and healthy controls on reward learning tasks. The optimal decision is the 

selection of A for I1 and I3, and B for I2 and I4 (Table 5.2).  

5.6.2 Simulation 

The immediate reward case of the experiment is expressed by eqn. (5.3), with which 

the value update (eqn. (5.2)) and the risk update (eqn. (5.5)) is made for a (state, 

action) pair. The states here are 4 images and the action  are categorized as either A or 

B. The utility for a particular (state, action) pair is constructed using eqn. (5.7). The 

measure of change in utility as calculated by the following equation. 
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1 1U t t t t t t( t ) U ( s ,a ) U ( s ,a )   
                 

5.22 

Where 'U' is the utility represented in eqn. (5.7). The change in utility (eqn. (5.22)) 

now controls the action selection dynamics set out by the following eqn. (5.23). 

i

i

i

U hi

U lo

U m

if ; Go

elseif ; NoGo

else Explore{ if rand ;

if ; Go

else NoGo

else Select random action }

 

 



 









                   

5.23 

Where, 

2)( lohim  
    

))(exp( mUi

22     

 The Go-Explore-NoGo (GEN) policy based BG action selection dynamics has 

been discussed earlier in the Chapter 4. The PD condition is modeled by equations in 

the section 4.2 with parameters in Table 5.3, δLim = 0, and δMed = 0.15. The simulation 

is run for 160 trials.  

Table 5.3: Parameters used in the abstract model for the experiment (Bodi et al., 

2009). 

 HC PD-OFF PD-ON 

δhi .01 .01 .01 

δlo -.4 -.4 -.4 

α .3 .1 .1 
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5.6.3 Results 

In the experiment, the healthy controls show almost equal sensitivity to rewards and 

punishments. The PD-ON patients show an increased sensitivity to reward compared 

to that of punishment, whereas the PD-OFF patients show the opposite trend (Figure 

5.6). The α (5HT) takes a lower value in PD compared to the healthy controls to 

represent the overall reduction of 5HT levels. 

 

Figure 5.6: The percentage optimality is depicted for various subject categories in the 

experimental data and the simulations (run for 100 instances). 

5.7 Synthesis 

Thus the unified model of DA and 5HT in the BG in an extended RL framework is 

able to capture the representative functioning of 5HT in the BG. The 5HT model 

correlate α (eqn. (5.7)) has thus been related to: 

1) Risk sensitivity:  

Risk sensitivity in Bee foraging (Real, 1981) 
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Risk sensitivity and Tryptophan depletion (Long et al., 2009) 

2) Time scale of reward prediction (Tanaka et al., 2007) and  

3) Punishment sensitivity (Cools et al., 2008).  

4) Furthermore the ability of this lumped model for explaining the Parkinson's 

Disease patients behavior (Bodi et al., 2009) is also tested at the end of the chapter. 

  



68 
 

 

CHAPTER 6 

 

A NETWORK  MODEL OF DOPAMINE AND SEROTONIN 

FUNCTIONS IN THE BG 

6 A network  model of dopamine and serotonin functions in the BG  

A network model of the BG controlled by neuromodulators such as DA and 5HT is 

presented in this chapter.  The network model is used to simulate the experimental 

results of (Daw et al., 2002; Cools et al., 2008; Long et al., 2009) as was done in the 

earlier chapter (Balasubramani et al., 2014). It will be also be used to model the 

behavior of PD patients on a probabilistic learning task (Bodi et al., 2009). The model 

builds on a novel proposal that the medium spiny neurons (MSNs) of the striatum can 

compute either value or risk depending on the types of DA receptors they express. 

While the MSNs that express D1-receptor (D1R) of DA compute value as earlier 

proposed in modeling studies (Krishnan et al., 2011), those that co-express D1R and 

D2R are shown to be capable of computing risk, which is a novel aspect of the 

proposed model. No earlier computational models of the BG (Frank et al., 2004; 

Ashby et al., 2010; Humphries et al., 2010; Krishnan et al., 2011) have taken these 

D1R-D2R co-expressing neurons into consideration, though it is known that 

anatomically they contribute significantly to the direct and the indirect pathways of 

the BG (Surmeier et al., 1996; Nadjar et al., 2006; Perreault et al., 2011). The 

neuromodulator DA is represented as the TD error mediating either the update of the 

cortico-striatal weights or the action selection dynamics occurring downstream of the 

striatum. This is in agreement to various contemporary models of DA in the BG 

(Frank et al., 2004; Magdoom et al., 2011; Kalva et al., 2012; Chakravarthy et al., 

2013). The specific modulation site of 5HT in the striatum is elusive (Ward et al., 

1996; Eberle‐Wang et al., 1997; Barnes et al., 1999; Nicholson et al., 2002; Parent et 

al., 2011). This chapter finally makes a prediction on the types of striatal MSNs that 

significantly receive 5HT modulation. It describes the computational roles of the three 

pools of striatal MSNs viz., D1R-expressing, D2R-expressing and D1R-D2R co-

expressing MSNs. It also expands the earlier BG architectures significantly by 
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ascribing a crucial role to the D1R-D2R MSNs that project to the direct and indirect 

pathways of the BG. 

 

6.1 On the Cellular correlates of Risk Computation  

The essence of most approaches to model cellular level mechanisms for value 

computation in striatum consists of three cases: 

1) Occurrence of TD error information in the form of DA signal at the striatum 

(Schultz et al., 1997), 

2) Availability of information related to the cortical sensory state in the striatum  

(Divac et al., 1977; McGeorge et al., 1989), and  

3) DA-dependent plasticity in cortico-striatal connections (Reynolds et al., 2002). 

 A typical formulation of DA-dependent learning (Reynolds et al., 2002) may be 

expressed as the change in cortico-striatal connection strength, w (Δw), 

w s                           6.1 

where 's' in eqn. (6.1) represents the cortical sensory input and is used in this section 

as a logical variable for neural encoding of the underlying state 's', s = 1 (if s = st) else 

s = 0; 'δ' is the TD error (refer eqns. (5.3,5.4) representing DA activity); and 'η' is the 

learning rate. Similar formulations have been proposed from purely RL-theory 

considerations (see Chapter 9 of (Abbott, 2001)). A slight variation of the above 

equation would be as follows. 

Strw ( )x                         6.2 

where ' λ
Str

' is a function of δ, that represents the effect of DA on the neural firing rate 

(Reynolds et al., 2002). Thus the learning rule of eqn. (6.2) has a Hebb-like form, 

where the neuromodulation is modeled in terms of the effect of the neuromodulator on 

the firing rate of the post-synaptic neuron. The form of the function λ
Str

 varies 
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depending on the type of DA family receptors (R) expressed in Medium Spiny 

Neurons  (MSNs) as explained below. In neurons with D1R expression, higher DA 

level increases the probability of MSN excitation by a given cortical input (Moyer et 

al., 2007; Surmeier et al., 2007). Hence, in models that represent MSNs, λ
Str

 is 

described as an increasing sigmoid function of DA for neurons that express D1R. In 

cells with D2R, the activation is higher under conditions of low DA levels 

(Hernandez-Echeagaray et al., 2004) and therefore the λ
Str

 function is modeled as a 

decreasing function of DA (Frank, 2005; Frank et al., 2007a). These sigmoid λ
Str

 

functions are expressed as,    
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6.3 

where c1, c2, c3 are constants subjective to the receptor type, and represent the nature 

of the receptors. The gain functions of D1R MSNs, D2R MSNs are given by 1

Str

D ,
2

Str

D

, and that of the D1R and the D2R component of co-expressing MSNs are given by λh-

D1, λh-D2, respectively. The gain function expression for risk coding MSNs ( 1

Str

h D  , 

2

Str

h D  ) are logarithmic sigmoid that lie within the limits of non-negative real number 

space while that of the other MSNs (λD1, λD2) are coded by tangential sigmoid. 

Examples for such sigmoid λ functions with parameters (Table 6.1) for the D1R, D2R, 

and the D1R-D2R MSNs are shown in (Figure 6.1a). MSNs with D1R expression are 

appropriately suited for value computation (Krishnan et al., 2011; Kalva et al., 2012). 

They express λD1(δ) as an increasing function of δ.   
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Table 6.1: Parameters used in eqn. (2.2.3) for Figure 6.1. Adapted from 

(Balasubramani et al., 2015b). 

 
1

Str

D  1

Str

h D   2

Str

h D   

c1 1 0.1 0.1 

c2 -5 -25 25 

c3 0 -0.5 0.5 

 

 

Figure 6.1: a) Schematic of the cellular correlate model for the value and the risk 

computation in the striatum, b) The D1, D2 and D1D2 gain functions, c) 

The output activity of D1R MSN (yD1), D1R-D2R co-expressing MSN 

(yD1D2), and normalized variance computed analytically (var) = p*(1-p); 

Here p is the probability associated with rewards, i.e., with probability p, 
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reward = 1, else reward = 0. The resemblance of var to yD1D2 shows the 

ability of D1R-D2R co-expressing MSN to perform risk computation. 

Adapted from (Balasubramani et al., 2015b). 

 The D1R MSNs receive cortico-striatal connections whose weight is denoted by  

'wD1'. The value 'Q' computed by such an MSN is given by (eqn. (6.4)). 

1DQ w s
                       

6.4 

 Change in weight for such a neuron is given by (eqn. (6.5)). 

1 1 1

Str

D D Dw ( ) s                        
6.5 

where ηD1 is the learning rate. We will now show that a similar neuron model in which 

D1R and D2R are co-expressed can simulate risk computations. In case of a neuron 

that would compute risk, the λ
Str

 function is represented as ' 1 2

Str

D D '. We assume that a 

neuron with D1R-D2R co-expression combines the characteristics of purely D1R and 

D2R expressing MSNs. Therefore, in D1R-D2R co-expressed MSNs, the function '

1 2

Str

D D ' is an even function of 'δ', with 1 2

Str

D D  (δ) increasing with increasing magnitude 

of δ. In a MSN with co-expression of D1R and D2R, 1 2

Str

D D  (eqn. (6.6)) can be 

expressed as the summation of functions corresponding to a D1R component ( 1

Str

h D  ) 

and a D2R component ( 2

Str

h D  ) as follows. 

1 2 1 2

Str Str Str

D D h D h D    
                    

6.6 

Note that the characteristic of 1

Str

h D   and 2

Str

h D   as a function of δ depends on the 

constants c1,c2,c3 of the eqn. (6.3). Response of such a neuron is given as, 

1 2D Dh w s
                        

6.7 

and the change in corresponding weight, Δwh, is given as, 
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1 2 1 2 1 2

Str

D D D D D Dw ( ) s                       
6.8 

where ηD1D2is the learning rate. Thus we propose that  (D1R-expressing) striatal 

MSNs with δ-dependent λ
Str

 functions that are of increasing, sigmoidal shape are 

capable of computing value. Similarly (D1R-D2R co-expressing) striatal neurons with 

δ-dependent λ
Str

 functions that are of ‘U’ shaped, can compute risk (Figure 6.1a). Just 

as D1R expressing MSNs can be regarded as cellular level substrates for value 

computation in the striatum, D1R-D2R co-expressing MSNs could be cellular level 

substrates for risk computation (Figure 6.1b). The gain expression for risk coding 

MSNs ( 1

Str

h D  , 2

Str

h D  ) uses a logarithmic-sigmoid function that is unipolar, while the 

gain expression of other D1R-, D2R- MSNs ( 1

Str

D , 2

Str

D ) uses a tangent-sigmoid 

function that is bipolar.  We now introduce the above cellular substrates for value and 

risk computation in a network model of BG to show that the network is capable of 

reward-punishment-risk based decision making in healthy controls and Parkinson's 

Disease patients. 

6.2 Modeling the BG network in healthy controls and PD subjects 

The cellular level substrates for value and risk computation in the BG, described 

above, are now incorporated into a network model of the BG. This model captures the 

anatomical details of the BG and  represents the following nuclei - the striatum, STN, 

GPe and GPi. The training of the cortico-striatal connections by nigro-striatal DA 

correlate (δ) also occurs as described in the earlier section. It models, in an elementary 

form, the action of DA in switching between DP and IP, via the differential action of 

DA on the D1, D2 and D1-D2 co-expressing receptors (R) of striatal MSNs. The 

model also proposes different DA signals for the updating of cortico-striatal weights 

and the switching in GPi (Chakravarthy et al., 2013). Some of the key properties of 

the STN-GPe system such as their bi-directional connectivity facilitating oscillations 

and "Exploratory" behavior are also captured. The model framework is adapted from 

the classical models of the BG as described in (Albin et al., 1989; DeLong, 1990b; 

Bar-Gad et al., 2001). 
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Figure 6.2: The schematic flow of the signal in the network model. Here s denotes the 

state; a denotes the action; with the subscript denoting the index i. Since 

most of the experiments in the study simulate two possible actions for 

any  state, we depict the same in the above figure for a state si; The D1, 

D2, D1D2 represent the D1R-, D2R-, D1R-D2R MSNs, respectively, 

and w  denotes subscript- corresponding cortico-striatal weights. The 
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schematic also have the representation of DA forms: 1) The δ affecting 

the cortico- striatal connection weights  (Schultz et al., 1997; Houk et 

al., 2007), 2) The δU affecting the action selection at the GPi 

(Chakravarthy et al., 2013), 3) The Q affecting the D1/D2 MSNs 

(Schultz, 2010b); and 5HT forms represented by αD1, αD2, and αD1D2 

modulating the D1R, D2R and  the D1R-D2R co-expressing neurons, 

respectively. The inset details the notations used in model section for 

representing cortico-striatal weights (w) and responses (y) of various 

kinds of MSNs (D1R expressing, D2R  expressing, and D1R-D2R co-

expressing) in the striatum, with a sample cortical state size of 4, and 

maximum number of action choices available for performing selection in 

every state as 2. Adapted from (Balasubramani et al., 2015a,b). 

 The equations for the individual modules of the proposed network model of the BG 

(Figure 6.2) are as follows: 

6.2.1 Striatum 

The Striatum is proposed to have three types of MSNs: D1R expressing, D2R 

expressing, and D1R-D2R co-expressing MSNs, all of which follow the models 

described in Section 2.2. The cortico-striatal weight update equations for different 

types of neurons (with subscripts—D1, D2 and D1D2: for the D1R expressing, D2R 

expressing, and D1R-D2R co-expressing MSNs, respectively) with the gain function (

1

Str

D , 2

Str

D , 1 2

Str

D D , respectively) as given by eqn. (6.3), would then be: 

1 1 1

2 2 2

1 2 1 2 1 2

Str

Str

Str

D t t D D

D t t D D

D D t t D D D D

w ( s ,a ) ( ( t )) x

w ( s ,a ) ( ( t )) x

w ( s ,a ) ( ( t )) x

  

  

  

 

 

                   

6.9 

 Each state-action (s-a) pair is associated with a cortico-striatal weight. The weight 

corresponding to the encountered s and a, at a time t, is then updated using eqn. (6.9). 

The λ
Str

 gain function for the D1R, D2R, D1R-D2R MSNs are the same as in eqn. 

(6.3). The δ in the weight update equations is given by eqn. (6.10) to capture the 

immediate reward cases: 
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t t t( t ) r Q ( s ,a )          
6.10 

where ηD1, ηD2, ηD1D2 are the learning rates for the D1R, D2R and the D1R-D2R MSN 

cortico-striatal weights, respectively. The 'Q' function as calculated in the previous 

section would be computed by the output of D1R MSNs as in eqn. (6.11). 

1

1 1

t t t D t t

D t t D t t

Q ( s ,a ) y ( s ,a )

where y ( s ,a ) w ( s ,a ) x




                

6.11 

 The risk function (ht) associated with choosing each action, at is then calculated by 

eqn. (6.12). 

1 2

1 2 1 2

t t t D D t t

D D t t D D t t

h ( s ,a ) y ( s ,a )

where y ( s ,a ) w ( s ,a ) x




       

6.12 

 For a conservative development of a network model from the earlier mentioned 

abstract level model of the previous chapter, the utility function for that state-action 

pair would then be computed using eqn. (6.13). 

1 2t t t t t t D D t t t t t tU ( s ,a ) Q ( s ,a ) sign(Q ( s ,a )) h ( s ,a ) 
       

6.13 

 Here αD1D2 in eqn. (6.13) denotes the modulation of 5HT particularly on the D1R-

D2R co-expressing MSNs which computes the risk value 'h'. More details on 

modeling 5HT modulation are described later in this section, and the change in utility 

is calculated using eqn. (6.14). 

1 1U t t t t t t( t ) U ( s ,a ) U ( s ,a )   
       

6.14 

6.2.2 STN-GPe system 

In the STN-GPe model, STN and GPe layers have equal number of neurons, with 

each neuron in STN uniquely connected bi-directionally to a neuron in GPe. Both 

STN and GPe layers are further assumed to have weak lateral connections within the 

layer. A more detailed description of this model can be obtained from (Chakravarthy 
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et al., 2013). The number of neurons in the STN (or GPe) (Figure 6.2) is taken to be 

equal to the number of possible actions for any given state (Amemori et al., 2011; 

Sarvestani et al., 2011). The dynamics of the STN-GPe network is given below. 

1

1

STN n
STN STN STN GPei

s i ij i i

j

STN STN STN

i i

GPe n
GPe GPe GPe STN IPi

g i ij i i i

j

dx
x W y x

dt

y tanh( x )

dx
x W x y x

dt











   



    




             

6.15 

GPe

ix -internal state (same as the output) representation of ith neuron in GPe; 

STN

ix - internal state representation of ith neuron in STN, with the output represented 

by 
STN

iy ; 

GPeW -lateral connections within GPe,  equated to a small negative number ϵg for both 

the self and non-self connections for every GPe neuron, i. 

STNW - lateral connections within STN, equated to a small positive number ϵs for 

all non-self lateral connections, while the weight of self-connection  is equal to 

1+ ϵs., for each STN neuron, i. 

 We assume that both STN and GPe have complete internal connectivity, where 

every neuron in the layer is connected to every other neuron in the same layer, with 

the same connection strength. That common lateral connection strength is ϵs for STN, 

and ϵg for GPe. Likewise, STN and GPe neurons are connected in a one-to-one 

fashion – the i'th neuron in STN is connected to the i'th neuron in GPe and vice-versa. 

For all simulations presented below, the parameters: ϵg=- ϵs= 0.1; the step-sizes: 1 / 

τS= 0.1; 1 / τg= 0.033; and the slope: λSTN= 3;  
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6.2.3 Striatal output towards the direct (DP)and the indirect pathway (IP): 

Assuming that the striatal D1R MSNs project via the DP to GPi(Albin et al., 1989; 

Frank, 2005; Chakravarthy et al., 2010), the contribution of the DP to GPi is given by: 

 

1 1 1

DP GPi

i D D U D t tx ( ( t )) y ( s ,a )  
                

6.16 

  

 The GPe is modeled to receive inputs from both the D2R and D1R-D2R MSNs of 

the striatum (Hasbi et al., 2011; Perreault et al., 2011; Wallman et al., 2011; 

Balasubramani et al., 2014) in the indirect pathway. The input to the GPe is therefore 

given by:
    

 

2 2 2

1 2 1 1 2 1 2

IP GPi

i D D U D t t

GPi

D D D t t D D U D D t t

x ( ( t )) y ( s ,a )

sign( y ( s ,a ) ) ( ( t )) y ( s ,a )

  

  

 

          

6.17 

where the response functions of various kinds of MSNs are denoted by variable 'y': 

1 1

2 2

1 2 1 2

D t t D t t

D t t D t t

D D t t D D t t

y ( s ,a ) w ( s ,a ) x

y ( s ,a ) w ( s ,a ) x

y ( s ,a ) w ( s ,a ) x






 

and 

1
1 1

2 3

1
2 1

2 3

1
1

2 3

1
2

2 3

2

1

2

1

1

1

GPi

GPi

GPi

GPi

D U

U

D U

U

h D U

U

h D U

U

c
( ) c

exp( c ( c ))

c
( ) c

exp( c ( c ))

c
( )

exp( c ( c ))

c
( )

exp( c ( c ))

 


 


 


 






 
 

 
 


 


 

 

 In the abstract  model of Chapter 5 (Balasubramani et al., 2014), α represents 5HT 

activity (eqn. (5.7)). The following can be realized on carrying over the concept to a 

network version. Since α controls risk term only in eqn. (5.7), and it is shown in this 

chapter that D1R-D2R co-expression MSNs compute risk, it is natural to formulate 

the network model such that α modulates only the D1R-D2R MSNs in the striatum (as 
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in eqn. (6.13)). However experimental evidence to support such specificity in 5HT 

modulation of striatal neurons is unavailable (Refer to the Discussion section for 

details). Concerning the nonspecific nature of 5HT action in the striatum, we 

introduce three α’s in this section, to differentially modulate D1R, D2R and D1R-D2R 

MSNs respectively.  Precisely, 5HT (α in eqn. (5.7)) is modeled as the parameters αD1 

(eqn. (6.16)), αD2, and αD1D2 (eqn. (6.17)), for representing its differential modulation 

on D1R, D2R and the D1R-D2R MSNs, respectively (Figure 6.2, Table 6.2). The α’s 

are optimized for each experimental case separately. On studying the significance of 

5HT modulation on the different pools of MSNs, 5HT is found to significantly affect 

the D2R and the D1R-D2R co-expressing MSNs for explaining the experiments that 

deal with risk and punishment-based decision making (Cools et al., 2008; Bodi et al., 

2009; Long et al., 2009) (Annexure F). αD1 did not show much sensitivity to these 

experimental results. The results presented in the next section therefore equate αD1= 1, 

and optimize αD1D2 and αD2 for every experimental case. 

 

 The outputs of D1R and D2R MSNs to GPi flow via the DP and IP, respectively 

(O'Doherty et al., 2004; Amemori et al., 2011; Chakravarthy et al., 2013). We 

propose that D1R-D2R MSNs also project to GPi via the IP (Perreault et al., 2010; 

Perreault et al., 2011). The first term on the RHS of eqn. (6.17) denotes projections 

from D2R expressing MSNs to GPe, whereas the second term represents projections 

from D1R-D2R co-expressing MSNs to the same target. The second term is analogous 

to the risk term in the utility function of eqn. (5.7)
 
(Balasubramani et al., 2014). This 

term contributes to the non-linear risk sensitivity, i.e., being risk-aversive in the case 

of gains as outcomes, and being risk-seeking during losses (Markowitz, 1952; 

Kahneman, 1979). 

 It should also be noted that λ
GPi

’s used as gain factors for the striatal neural outputs 

of eqns. (6.16-6.17) are different from that used in eqn. (6.9). The λ
Str

s used in weight 

dynamics of eqn. (6.9) are dependent on the TD error of eqn. (6.10) in immediate 

reward case. Whereas DA used in the λ
GPi

 of eqns. (6.16-6.17) is different – it is the 

temporal gradient of U (δU: eqn. (6.14)) which has a direct role in switching between 

DP and IP (Kliem et al., 2007). 
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 The different forms of DA signals used in this study along with references 

supporting their biological plausibility are summarized as follows (Figure 6.2, Table 

6.2): 1) representing the TD error used in updating the cortico-striatal weights of the 

MSNs (eqn. (6.10)), as reported by many experimental studies (Schultz et al., 1997; 

Houk et al., 2007). 2) representing the temporal gradient of the utility function (≔δU 

eqn. (6.14)), used for switching between DP and IP (Chakravarthy et al., 2013). For 

the SNc neurons to generate a DA signal analogous to δU, those neurons might be 

using the information of the value component received due to the D1R MSN 

projections from striatum to SNc (Schultz et al., 1997; Doya, 2002; Houk et al., 

2007), and the risk component from the projections of D1R-D2R MSNs to SNc 

(Surmeier et al., 1996; Perreault et al., 2010; Perreault et al., 2011). Further there are 

evidences for D1R MSNs and the co-expressing D1R-D2R MSNs forming the 

strisomal component that could assist in computing the utility prediction error from 

SNc (Jakab et al., 1996; Surmeier et al., 1996; Nadjar et al., 2006; Amemori et al., 

2011; Calabresi et al., 2014). This form of DA signal is reported by a recent study on 

utility based decision making in monkeys by Schultz and colleagues (Stauffer et al., 

2014). 3) The neurobiological interpretation of the sign(Q) used in the second term of 

the eqn. (6.17) could be also linked to the SNc function. The 'value function' coding 

DA neurons (represented by the projections marked by 'Q' in Figure 6.2) as reported 

in studies by Schultz and colleagues (Schultz, 2010b) might be preferentially targeting 

the D1R-D2R co-expressing neurons in the striatum. This modulation is roughly 

captured in our model through the sign(Q) term in eqns. (6.13, 6.17).  

Table 6.2: Model correlates for DA and 5HT. Adapted from (Balasubramani et al., 

2015b). 

Neuromodulator 
Model 

correlate 

Experimental reference supporting 

the model correlation 
 

DA 

δ (Schultz et al., 1997; Houk et al., 2007) 
eqn. 

(6.10) 

δU (Stauffer et al., 2014;) 
eqn. 

(6.14) 

sign(Q) (Schultz, 2010a; Schultz, 2010b) 
eqn. 

(6.17) 
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5HT 

αD1 

(Ward et al., 1996; Eberle‐Wang et al., 

1997; Di Matteo et al., 2008b) 

eqn. 

(6.16) 

αD2 
eqn. 

(6.17) 

αD1D2 
eqn. 

(6.17) 

The DP is activated during high striatal DA conditions favoring high activity among 

the D1R MSNs. This condition is known to facilitate movement and hence DP is 

termed the 'Go' pathway. Whereas the activation of IP with the high value in eqn. 

(6.17) is known to inhibit movement; hence IP is named the 'No-Go' pathway 

(Redgrave et al., 1999; Frank et al., 2004; Frank, 2005). It was shown in the BG 

models (Kalva et al., 2012; Chakravarthy et al., 2013) that at intermediate levels of 

DA, the network exhibits a new regime known as the ‘Explore’ regime, in which the 

network shows high variability in action selection even for a fixed stimulus. This 

variability was shown to arise out of chaotic dynamics of the STN-GPe loop.  

6.2.4 Combining DP and IP in GPi: 

Each action neuron in GPi is modeled to combine the contributions of DP and IP 

(Kliem et al., 2007) as given in eqn. (6.18), 

iGP DP STN Gpi STN

i i i ix x w y  
                    

6.18 

where x
DP

 is from eqn. (6.16) and V
STN

 that denotes output of STN is from eqn. 

(6.15). The relative weightage of STN projections to GPi, compared to that of the DP 

projections, is represented by w
STN-GPi

. For the simulations in this study, w
STN-GPi 

is set 

to 1 for all the GPi neurons.  

6.2.5 Action Selection at Thalamus 

The direct and indirect pathway is combined downstream either in GPi, or further 

along in the thalamic nuclei, which receive afferents from GPi (Humphries et al., 
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2002; Chakravarthy et al., 2010). GPi neurons project to thalamus over inhibitory 

connections. Hence the thalamic afferents for a neuron i, may be expressed simply as, 

iThalamus DP STN Gpi STN

i i i ix x w y 
                   

6.19 

These afferents activate thalamic neurons as follows, 

 

Thalamus
Thalamus Thalamusi
i i

dy
y x

dt
  

               
6.20 

where Thalamus

iy is the state of the ith thalamic neuron. Action selection is simply the 'i' 

(i=1,2,..,n) whose Thalamus

iy  first crosses the threshold on integration. If multiple 

actions cross the threshold at the same time, the action with maximum Thalamus

iy  at 

that time is selected. The reaction times (RT) associated with the trial is  the number 

of iterations required for Thalamus

iy of the selected action to reach the threshold 

(Amalric et al., 1995; Lo et al., 2006; Bogacz et al., 2007). The threshold value used 

in the simulations is 1.815. For modeling for the PD subjects, refer the equations of 

the section 4.2.  

6.3 Applying the proposed network model of BG to a probabilistic 

learning task 

This section involves testing the network model on the experiments which were 

earlier simulated with the abstract (lumped) model described in the previous chapter. 

Essentially, this chapter tests the model on experiments evaluating  action selection 

optimality and reaction times. 

 For analyzing the action selection optimality, we experiment the presented network 

level model of the BG through tasks that represent various functions of 5HT. They are 

risk sensitivity (Long et al., 2009) and punishment sensitivity(Cools et al., 2008; 

Robinson et al., 2012), as mentioned in the previous chapter. Finally the model is 

applied to test the action selection optimality as well as the reaction times in a 
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probabilistic learning task involving both the healthy controls and Parkinson's Disease 

patients (Bodi et al., 2009; Balasubramani et al., 2015b). 

The simulations in this chapter use the constants as in the Table 6.3 for the eqns. 

(6.16-6.17), optimized through GA (Annexure B). 

Table 6.3: Parameters used for eqns. (6.16-6.17). Adapted from (Balasubramani et al., 

2015b). 

 
1

GPi

D  2

GPi

D  1

GPi

h D   2

GPi

h D   

c1 1 1 .05 .05 

c2 -50 50 -.01 .01 

c3 0.01 0.01 -.05 .05 

 

6.3.1 Modeling the risk sensitivity 

6.3.1.1 Experiment summary 

In the study of Long et al. (2009) as explained in Section 5.3.1, monkeys were 

presented with two choices of juice rewards, differing in the variances associated with 

the availability of the rewards (Long et al., 2009). One choice was associated with a 

risky reward and the other with that of a deterministic/safe one; these choices were of 

equal expected value (EEV) or unequal expected value (UEV) types. In the EEV case 

both the safe and the risky choices to possess the same mean reward, while in the 

UEV case mean rewards are unequal (Table 5.1). The monkey's risk sensitivity in the 

variable tryptophan conditions, viz., baseline (balanced) and Rapid tryptophan 

depleted (RTD), were recorded by analyzing their safe vs. risky reward selection ratio, 

under EEV and UEV cases. 

 A non-linear risk sensitivity towards juice rewards was displayed by the 

monkeys—they exhibited risk-seeking behavior for small juice rewards and risk-

aversive behavior for  larger ones (Long et al., 2009). Furthermore, the experiment 

showed that when 5HT levels were reduced, the monkeys made more risky choices 

over the safer alternatives (Long et al., 2009), linking 5HT to risk-based decision 
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making. Therefore this section analyzes the property of risk sensitivity in the network 

model. 

6.3.1.2 Simulation 

The D1R, D2R and the D1R-D2R neuron weights are computed using eqn. (6.9) and 

are updated using δ (eqn. (6.10)).  Learning rates are chosen as: ηD1 = 0.3; ηD2 = 0.1; 

ηD1D2 = 0.1. The corticostriatal weights of D1R (wD1), D2R (wD2) and the D1R-D2R 

(wD1D2) MSNs are initialized randomly between 0 and 1; the value, risk and the utility 

functions are calculated using eqns. (6.11- 6.13). The parameters for the λ in eqn. 

(6.9) are provided in (Table 6.4). 

Table 6.4: The parameters for eqns. (6.9,6.11,6.12). Adapted from (Balasubramani et 

al., 2015b). 

 
1

Str

D  2

Str

D  1

Str

h D   2

Str

h D   

c1 10 0.01 0.05 0.05 

c2 -0.1 0.05 -5 0.5 

c3 0 0 -100.1 100.1 

 This is done for all states 's'  (tabulated in Table 5.1), and action sets consisting of 

'a' reaching the safe target and the risky target.  The non-linearity in risk attitudes 

observed by the agent is accounted for by considering a reward base (r
b
) that is 

subtracted from the juice reward (r
j
) obtained. The resultant subjective reward (r) is 

treated as the actual immediate reward received by the agent (eqn. (6.21)). Subtracting 

r
b 

from r
j
, associates any r

j 
< r

b
 with an effect similar to losses , and any r

j 
> r

b
with 

gains. 

j br r r                         6.21 

The reward base (r
b
) optimized for the experiment is 159.83. 
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6.3.1.3 Results 

When the tryptophan-depleted condition is simulated by setting [αD1, αD2, αD1D2]  = [1, 

1, 0.0012], and the balanced condition by [αD1, αD2, αD1D2]  = [1, 1, 1.32], a decrease 

in the selection of the safe choices is observed in the simulation as demonstrated in 

the experiment. The model has shown increased risk seeking behavior for low α 

condition particularly in the D1R-D2R co-expressing MSNs. Hence, modulating the 

αD1D2 best captures the balanced (high αD1D2) and depleted (low αD1D2) tryptophan 

conditions for explaining risk sensitivity. The performance of the network model 

shown in this section is consistent with that of the lumped model described earlier 

(Balasubramani et al., 2014) in depicting the role of 5HT in risk-based action 

selection (Figure 6.3). More analysis on the effect ofαD1, αD2, αD1D2 in showing risk 

sensitivity are provided in Annexure F. 

 

Figure 6.3: Comparison between the experimental and simulated results for the (a) 

overall choice (b) Unequal EV (c) Equal EV, under RTD and Baseline 

(control) condition. Error bars represent the Standard Error (SE) with 

size 'N'=100 (N = number of simulation instances). The experiment 

(Expt) and the simulation (Sims) results of any condition are not found 

to be significantly different (P > 0.05). Here the experimental results are 

adapted from Long et al. (2009). Adapted from (Balasubramani et al., 

2015b). 
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6.3.2 Modeling punishment-mediated behavioral inhibition 

6.3.2.1 Experiment summary 

This section models an experiment showing differential variation in reward and 

punishment-based sensitivity in response to changing 5HT levels. In that experiment 

as explained in Section 5.5.1, the subjects underwent a reversal learning paradigm 

associated with deterministic rewards (Cools et al., 2008; Robinson et al., 2012). 

They were presented with two types of stimuli associated with reward and punishment 

respectively. On each trial, the subject had to predict whether the stimulus presented 

to them would yield a reward or a punishment response, in a balanced or tryptophan 

depleted condition. The trials were grouped into blocks. Each subject performed 4 

experimental blocks, that were preceded by a practice block in order to familiarize the 

subject with the task. Each experimental block consisted of an acquisition stage 

followed by a variable number of reversal stages. One of two possible experimental 

cases was applied to each block: unexpected reward (punishment) case where a 

stimulus previously associated with punishment (reward) becomes rewarding 

(punishing). Since there are 4 blocks of trials, two blocks are assigned for each case. 

Performance of the subjects in the non-reversal trials was evaluated as a function of—

(a) drink and condition (conditions := unexpected reward, unexpected punishment), 

and (b) drink and outcome (outcomes ≔ reward, punishment) trial type. Results 

showed that performance did not vary significantly with case in both balanced and 

tryptophan depleted conditions. Errors were lesser for tryptophan depleted conditions 

than balanced conditions in both cases. Specifically, errors decreased significantly for 

punishment-prediction trials compared to reward-prediction trials in tryptophan-

depleted conditions. Thus the results suggest that tryptophan-depletion selectively 

enhances punishment-prediction relative to reward-prediction; and that 5HT maintains 

the behavioral inhibition (for active avoidance of the punishment).   

6.3.2.2 Simulation 

The two stimuli 's'(  1 2s s , s ) are modeled as states, 's', and the action, 'a'  (action

 1 2a a   reward , a   punishment   )  associating the presented stimulus to a 
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reward or punishment response. At any particular trial 't', the rewarding association is 

coded by rt= +1, and the punitive association is coded by rt = -1, i.e., the outcome was 

stimulus-dependent and not response-dependent. The feedback of performance is 

given indirectly as followed in the experiment: erroneous trials are followed by the 

same stimulus until it is predicted by the agent correctly. The D1R, D2R and the D1R-

D2R neuron weights are trained using eqn. (6.9) where δ is from eqn. (6.10).  The 

learning rates are: ηD1 =  ηD2= ηD1D2 = 0.01. The weights of the D1R, D2R and the 

D1R-D2R neurons are initialized randomly between 0 and 1; the value, risk and the 

utility functions are calculated using eqns. (6.11 - 6.13). The parameters used for λ in 

eqn. (6.9) are as in Table 6.5. 

Table 6.5: Parameters for λ used in eqns. (6.9,6.11,6.12). Adapted from 

(Balasubramani et al., 2015b). 

 
1

Str

D  2

Str

D  1

Str

h D   2

Str

h D   

c1 0.06 0.115 0.939 0.939 

c2 -0.155 0.488 -0.188 0.188 

c3 -0.574 0.317 -1.723 1.723 

 Similar to the experiment, three types of trials are simulated as follows: non-

reversal trials in which the association of a stimulus–response pair is learnt; reversal 

trials in which the change of the learnt association is triggered; and the switch trials 

where the reversed associations are tested. The maximum number of reversal stages 

per experimental block is 16, with each stage to continue till the correct responses fall 

in the range of (5-9). The block terminates automatically after 120 trials. There are 

two blocks in each case, and hence a total of 480 trials (4 blocks) conducted per agent. 

The design of the experiment has an inbuilt complementarity in the association of the 

actions to a particular stimulus (i.e., increasing the action value of a1 for a stimulus, s, 

decreases the same fora2 to s), and the stimuli to a particular action (i.e., increasing the 

action value of a tos1 decreases the same for a to s2). Hence in the simulations, the 

action values associated with the two actions (Q(s,a1) and Q(s,a2)) for any particular 

state 's' are simulated to be complimentary (eqn. (6.22)) at any trial 't'.  
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1 1 1 2D Dw ( s,a ) w ( s,a )                      
6.22 

 The action values of the two stimuli 's' (Q(s1,a) and Q(s2,a)) mapped to the same 

action, 'a' are also complimentary (eqn. (6.23)) at any trial 't'.  

1 1 1 2D Dw ( s ,a ) w ( s ,a )                      6.23 

 Hence, only one out of the four value functions (Q(s1,a1), Q(s1,a2), Q(s2,a1), 

Q(s2,a2)) or their corresponding weights is learnt by training, while the other 3 are set 

by the complementarity rules to capture the experimental design. We assume that, in 

the experiment, such a complementarity could be learnt during the initial practice 

block that facilitated familiarity.  

6.3.2.3 Results 

On analyzing the results in terms of experimental condition (viz., unexpected reward 

and unexpected punishment valences), it was found that the overall error decreased on 

the reduction of 5HT (α) level [αD1, αD2, αD1D2]  = [1,2.25,1] (tryptophan-depleted 

condition) from [αD1, αD2, αD1D2]  = [1,5,1] (balanced condition) (Figure 6.4c). 

Particularly 5HT modulation of the D2R MSN is predicted to result in the increased 

punishment prediction observed during the depleted tryptophan conditions. The 

punishment prediction error decreased significantly more than the reward prediction 

error (Figure 6.4b) on the reduced αD2 condition. Hence αD2 in our model best 

represents 5HT's role in selectively modulating punishment sensitivity (Figure 6.4a). 

 Increased 5HT levels in balanced condition are seen promoting the inhibition of 

responses to punishing outcomes (Figure 6.4a) as proposed by Cools et al. (2008) 

(Figure 6.4b). Reducing 5HT via tryptophan depletion then removes this inhibition. 

The sign() term in the eqn. (6.13) is essential in showing the non-linear reward-

punishment sensitivity, as observed in a study (see Annexure E). The errors as a 

function of conditions i.e. in unexpectedly rewarding and punitive trials, are obtained 

to be the same in both balanced and tryptophan depleted conditions (Figure 6.4c: sims 

values) again matching with the experiment  (Figure 6.4c: expt values adapted from 
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(Cools et al., 2008)). More analysis on the effect of αD1, αD2, αD1D2in showing risk 

sensitivity is provided in Annexure F. 

 

Figure 6.4: The mean number of errors in non-switch trials (a) as a function of '' and 

outcome trial type in simulations (Sims); (b) Experimental error 

percentages adapted from Cools et al. (Cools et al., 2008). Error bars 

represent standard errors as a function of drink in experiment (Expt). 

The results in (b) were reported after the exclusion of the trials from the 

acquisition stage of each block. (c) The mean number of errors in non-

switch trials as a function of condition with experimental (Expt) results 

adapted from Cools et al. (Cools et al., 2008). Error bars represent 

standard errors either as a function of drink in experiment or α in 

simulation for size 'N' = 100 (N = number of simulation instances), with 

bal and Trp- representing balanced and tryptophan depleted conditions, 

respectively. The experiment (Expt) and the simulation (Sims) results of 

any condition or outcome trial type are not found to be significantly 

different (P > 0.05). Adapted from (Balasubramani et al., 2015b). 
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6.3.3 Modeling the reward-punishment sensitivity in PD 

6.3.3.1 Experiment summary 

The experimental summary is the same as that described in the section 5.6.1. We 

model a probabilistic reward and punishment learning task described i nthe study 

Bodi et al. (2009), involving  160 trials wherein each trial, one of four different 

stimuli (I1, I2, I3, and I4) was presented in a pseudo-randomized manner to the subjects 

(here healthy controls and Parkinson's Disease patients ON and OFF medication 

conditions). The subjects were asked to associate them to A or B, by a response. The 

stimuli (I1 and I2) involve reward learning, and the other two stimuli (I3 and I4) 

promote punishment learning, where the naming is in accordance with the valence of 

the associated outcomes. An optimal response (that is the association of A or B for a 

particular stimuli) is the one that maximizes the observed outcome. In reward trials, 

an optimal response leads to +25 points 80% of the time and no reward for 20% of 

trials. In contrary, a non-optimal response resulted in +25 points only 20% of the 

time. In punishment trials, an optimal response resulted in no reward 80% of the time, 

and -25 points 20% of the time. Whereas a non-optimal response resulted in -25 

points 80% of the time (Table 5.2). 

6.3.3.2 Simulation 

The immediate reward case of the experiment is expressed by eqn. (6.10), with which 

the weights of value (D1R) update and the risk (D1R-D2R) update (eqn. (6.9)) are 

made for every (state-action) pair. The states here are the 4 images and the action, a, 

is categorizing them as A or B. The utility for a particular (state-action) pair is 

constructed using eqn. (6.13). On presentation of an image, the change in the utility 

associated with it (eqn. (6.14)) is used for the action selection by the BG model. It 

must be noted that the +25 reward is represented as reward 'r = 1' and the -25 

punishment as 'r = -1'. The weights for the D1R, D2R and the D1R-D2R neurons are 

initialized randomly between 0 and 1. The parameters used for the λ in eqn. (6.9) are 

as in (Table 6.6). The modeling of the PD-ON (on DA agonists medication), and PD-

OFF (off DA agonists medication) are as eqn. 4.8; and step sizes set are ηD1= .01; ηD2 

= .1; ηD1D2 = 0.1; 
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Table 6.6: Parameters used for the λ in eqns. (6.9,6.11,6.12). Adapted from 

(Balasubramani et al., 2015b). 

 
1

Str

D  2

Str

D  1

Str

h D   2

Str

h D   

c1 1 1 0.05 0.05 

c2 -50 50 -0.01 0.01 

c3 0 -1 -0.05 0.05 

 

6.3.3.3 Results 

In the experiment, the healthy controls show almost equal sensitivity to rewards and 

punishments. The PD-ON patients show an increased sensitivity to reward compared 

to that of punishment, whereas the PD-OFF patients show the opposite trend. The 

parameters of the model that best represent the experiment are: [αD1, αD2, αD1D2]  = [1, 

1, 0.2] for the healthy controls; [δLim, αD1, αD2, αD1D2]  = [0.001, 1, 0.99, 0.001] for 

PD-OFF; and [δLim, δMed, αD1, αD2, αD1D2]  = [0.001, 0.021, 1, 0.2, 0.001] for PD-ON. 

The results are put forth in the Figure 6.5. 

 The results substantiate both the differential modulation of 5HT in the MSNs and 

their changes marking the PD- conditions—1) The differential modulation of 5HT in 

the D1R-D2R MSNs with αD1D2 = 0.2 (in healthy controls) and α D1D2 < 0.2 (in PD) 

(Figure 6.5) is noticed. 2) The activity of 5HT in the D2R MSNs is significantly 

lowered specifically in the PD-ON condition (PD-ON αD2 = 0.2 compared to αD2 > 0.2 

in PD-OFF and healthy controls). Many neurobiological experimental studies have 

observed lowered 5HT levels in PD conditions compared to the healthy controls 

(Fahn et al., 1971; Halliday et al., 1990; Bedard et al., 2011). This is captured in our 

modeling study with a smaller  value observed to modulate both the D2R and the 

D1R-D2R MSNs. 3) The PD-ON condition is reported to have lowered 5HT levels 

than the OFF medicated PD condition. This is shown by reduced 5HT release, and 

increased DA release from the serotonergic neurons in the presence of L-Dopa (Tan et 

al., 1996; Reed et al., 2012). This is specifically reflected by a significant decrease in 

the level of αD2 affecting the D2R MSNs in our modeling study. The results are 

further discussed in the next section. 
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Figure 6.5: The reward punishment sensitivity obtained by simulated (Sims)- PD and 

healthy controls model to explain the experiment (Expt) of Bodi et al. 

(2009). Error bars represent the standard error (SE) with N = 100 (N = 

number of simulation instances). The Simulations match the 

Experimental value distribution closely, and are not found to be 

significantly different (P > 0.05). Adapted from (Balasubramani et al., 

2015b). 

 Annexure F explains the computational significance of treating PD patients with 

5HT (αD1, αD2, αD1D2) along with DA medication (δLim, δMed) for improving their 

reward and punishment learning. The relative influence of  sign() term on the reward, 

punishment sensitivity under various conditions (healthy controls, PD-ON, PD-OFF) 

is also analyzed. The non-linearity in the utility formulation due to the sign() term is 

found to be essential for capturing the increased punishment sensitivity in the PD-

OFF condition, and an increased reward sensitivity in the PD-ON condition 

(Annexure G).  

6.3.4 Analyzing the reaction times and Impulsivity 

All the above described experimental test-beds for the network model check for 

accuracy in action selection dynamics. This section analyzes the performance of the 

network model in capturing the reaction times of various subject types (healthy 

controls, PD-ON, PD-OFF). The analysis of reaction times along with the action 

selection accuracy is most meaningfully done in case of a specific category of PD 
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patients containing the disorder namely' impulsivity', a case characterized by short 

reaction times (Balasubramani et al., 2015a). 

6.3.4.1 Experiment summary 

Participants 

This study similar to that by Bodi et al. (2009) was part of a larger project conducted 

at Ain Shams University Hospital, Cairo, Egypt. Seventy six participants were 

recruited for the project containing 160 trials of a probabilistic learning task. The 

subjects include (1) PD patients tested OFF medication (PD-OFF, n =26, 6 females); 

(2) PD patients without ICD tested ON medication (PD-ON non-ICD, n = 14, 3 

females); (3) PD patients with ICD tested ON medication (PD-ON ICD, n = 16, 2 

females); and (4) healthy controls (n=20, 3 females). The healthy control participants 

did not have any history of neurological or psychiatric disorders. The PD-OFF group 

was withdrawn from medications for a period of at least 18 hours. The majority of 

ON-medication patients were taking DA precursors (levodopa-containing 

medications) and D2 receptor agonists, specifically, Requip, Mirapex, Stalevo, Kepra, 

and C-Dopa. The mean disease duration was 8.35, 9.56, and 9.8 years for PD-ON 

non-ICD, PD-ON ICD, and PD-OFF patients respectively. The OFF medicated PD 

patients had 9.8 years of mean disease duration. All participants gave written 

informed consent and the study was approved by the ethical board of Ain Shams 

University. 

 

 The Unified Parkinson’s Disease Rating Scale (UPDRS) was used to measure the 

severity of PD (Lang et al., 1989). The UPDRS for all patients were measured ON 

medication. There was no significant difference among the patient groups in their 

UPDRS scores (F(2,63) = 0.5432, p = 0.5836) and their MMSE scores (F(2,63) = 

0.5432, p = 0.5836). All participants were also tested for intact cognitive function and 

absence of dementia with the Mini-Mental Status Exam- MMSE (Folstein et al., 

1975). Furthermore, there were no significant difference between the patient groups 

on the North American Adult Reading Test (Uttl, 2002), the Beck Depression 

Inventory (Beck et al., 2005), and the forward and backward digit span tasks (p > 0.05 

in each case using one-factor ANOVA analysis). The scores of all the patient groups 
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in Barratt impulsiveness scale were significantly different from each other (F(2,63) = 

9.3264, p = 0.0003).  A post hoc t- test with two tail analysis showed that ICD 

patients contributed mostly to the differences observed in the scores (p ≤ 0.0006). 

Task 

As in Section 5.6.1 and Section 6.3.3.1, we model the experimental paradigm as 

described in (Bodi et al. 2009) that encompasses probabilistic reward and punishment 

learning. There were 160 trials wherein each trial, one of four different stimuli (I1, I2, 

I3, and I4) was presented in a pseudo-randomized manner. The participants were asked 

to categorize them to response A or B. Two stimuli (I1 and I2) were used for testing 

the reward learning, and the other two stimuli (I3 and I4) were used for testing the 

punishment learning. An outcome follows every response, and an optimal response is 

the one that maximizes the observed outcome. In reward trials, an optimal response 

leads to +25 points 80% of the time and no reward for 20% of trials. In contrast, a 

non-optimal response resulted in +25 points only 20% of the time. In punishment 

trials, an optimal response resulted in no reward 80% of the time, and -25 points 20% 

of the time. Whereas a non-optimal response resulted in -25 points 80% of the time 

(Table 5.2, Figure 6.6). This experiment setup is the same as the section 5.6, and has 

been previously performed with PD patients and healthy control subjects as described 

in (Piray et al., 2014) but the present study extends the same experimental setup to 

analyze the subject's reaction times (RT). 
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Figure 6.6: Experimental setup and a schematic of the task. The highlighted circle 

denotes the response selected for receiving the outcome. Adapted from 

(Balasubramani et al., 2015a). 

Experimental results 

Behavioral performance is assessed by analyzing the optimality of participant 

responses and their reaction times. First, proportions of optimal responding to reward 

and punishment stimuli were calculated for each participant. A one-way ANOVA 

revealed significant group differences between optimizing rewards (F(3,72) = 12.12, p 

= 1.64X10
-6

) and punishments (F(3,72) = 3.76, p = 0.01) (Table 6.7). Post hoc 

analysis showed increased differences existing in the distributions of PD-OFF and 

PD-ON ICD patients responses (p = 2.23x10
-7

) for having optimality in reward 

learning (Stimuli I1 and I2) as the factor of analysis, and (p = 0.003) while having 

optimality in punishment learning (Stimuli I3 and I4) as the factor of analysis. That is, 

PD-ON ICD patients showed increased reward optimization and decreased 

punishment optimization relative to PD-OFF patients. The PD-ON non-ICD patients 

and healthy controls showed comparatively equal reward and punishment based 

optimality. 
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Table 6.7: One way Analysis of Variance (ANOVA) for outcome valences (a) reward 

(b) punishment, and (c) subject's reaction time, taken as the factor of 

analysis. This is performed to understand the significance of 

categorizing the subjects to various sub-types for different valences. 

Adapted from (Balasubramani et al., 2015a). 

a) 

Source of Variation SS Df MS F P-value F crit 

Between Groups 12771.04 3 4257.01 12.12 1.64 x10
-06

 2.73 

Within Groups 25286.69 72 351.20 

   
       Total 38057.73 75         

b) 

Source of Variation SS Df MS F P-value F crit 

Between Groups 1796.26 3 598.75 3.76 0.01 2.73 

Within Groups 11450.28 72 159.03 

   
       Total 13246.55 75         

c) 

Source of Variation SS Df MS F P-value F crit 

Between Groups 45939.84 3 15313.28 11.63 2.65x10
-06

 2.73 

Within Groups 94765.95 72 1316.19 

   
       Total 140705.8 75         

 

 

 

 A similar analysis was conducted on reaction times, revealing overall significant 

group differences (F(3,72) = 11.63, p = 2.65X10
-6

), as shown in Table 6.7. The post 
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hoc analysis showed this difference to be driven by the RT distributions of the PD-ON 

non-ICD, for having significantly larger RT distributions than the PD-OFF groups (p 

= 7. 39x10
-6

), whilst PD-ON ICD group did not differ significantly from healthy 

controls. 

 In summary, the experimental results suggest that  PD-ON ICD patients are more 

sensitive to rewards than to punishments. The PD-ON non-ICD patients had no 

significant difference between reward and punishment learning similar to the healthy 

controls. The PD-OFF patients, on the contrary, showed a significantly higher  

learning for punitive outcomes compared to rewarding outcomes. Within the PD-ON 

group, the ICD group showed shorter RTs than the non-ICD patients. The PD-OFF 

subjects were observed to have the least RT measure. Such trends in RT and reward-

punishment based action selection accuracy have been reported previously in similar 

studies (Frank et al., 2007b; Piray et al., 2014) on PD patients.  

6.3.4.2 Simulation 

The model described in the sections 6.1 and 6.2 is applied for understanding the 

medication-induced impulsivity in PD through the identification of the neural 

markers. The parameters for the λ in eqn. 6.9 are provided in (Table 6.8). 

Table 6.8: The parameters for eqns. (6.9,6.11,6.12). Adapted from (Balasubramani et 

al., 2015a). 

 
1

Str

D  2

Str

D  1

Str

h D   2

Str

h D   

c1 1 1 .05 .05 

c2 -50 50 -.01 .01 

c3 0 -1 -.05 .05 

 The reward of 25 points is simulated as r = +1, the punishment of -25 points as r = 

-1, and 0 points is simulated by r = 0. The four kinds of images ( I1, I2, I3, I4) are 

simulated as states (s), and the two kinds of responses (choosing A or B) for a given 

image are simulated as actions (a) (Figure 6.6, Figure 6.2). 

Details of optimization 
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To investigate if the model can veritably predict differences in reaction time between 

the four different groups, given the selection accuracy alone, we performed the 

following tests:  

Step 1: First, we identified parameter sets that are optimal for the cost function based 

on reward punishment action selection optimality only.  

Step 2: We then selected solutions from Step 1 that can also explain the desired RT 

measures. The resulting parameter set is then taken as the optimal solution to the 

problem for a specific group. 

 The parameters for each experiment are initially selected using grid search and are 

eventually optimized using genetic algorithm (GA) (Goldberg, 1989a) (Details of the 

GA option set are given in Annexure B). The optimized parameter set for explaining 

the behavioral data in various subject groups is provided in Table 6.9. The 

optimization aims to minimize the cost function including the selection accuracy and 

RT measures (Annexure H, Annexure I). 

 The procedure followed for optimizing the key parameters in the Table 6.9 using 

grid search are as follows:  

1. The parameters αD1, αD2, and αD1D2 are optimized in the model of healthy controls.  

2. For a model of PD-OFF, the parameters αD1, αD2, αD1D2,and δLim are optimized to 

match the experimental results. Setting the parameter δLim is a key addition to the PD-

OFF model when compared to the healthy controls. This constraint reflects the deficit 

in DA availability in the model. 

3. Then to explain action selection accuracy and RT of ICD in PD-ON medication 

condition, αD1, αD2, αD1D2 and δMed are optimized. The δLim value denoting DA deficit 

is kept the same as that obtained for the OFF medication condition. 

4. The non-ICD category of the PD-ON patients’ behavior is finally captured in the 

model by only optimizing the parameters [αD1, αD2, αD1D2]. As mentioned above, δLim 

is set to be the same in PD-ON (ICD and non-ICD) and PD-OFF conditions. 

Similarly, the medication level (δMed) is maintained to be the same across the ICD and 

the non-ICD categories of the PD-ON patients. Hence the parameters differentiating 

the PD-ON ICD and the non-ICD subjects are [αD1, αD2, αD1D2]. 

6.3.4.3 Modeling results 
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The network model described in the previous section is now applied to the 

experimental data.  

The experimental and the simulation results showing the selection optimality in the 

task-setup for different subject groups is shown in Figure 6.7a. The experimental RT 

analysis for every subject group is provided in the Figure 6.7b. The same is matched 

through our proposed model, and the RT results from the simulation are shown in 

Figure 6.7c and Figure 6.7d. 

The modeling study suggests that optimizing the parameters related to DA- δ (viz. 

δLim and δMed), and 5HT – (αD1, αD2, αD1D2 ) are essential to model the ICD behavior in 

the PD patients. The following are the key modeling results (Table 6.9, Annexure H, 

Annexure I): 

 

1. An increased reward sensitivity in PD-ON, and increased punishment sensitivity in 

PD-OFF conditions (Figure 6.7a)   

2. Decreased reaction time seen in ICD category of the PD-ON patients compared to 

that of the non-ICD PD-ON group (expt-Figure 6.7b, sims-Figure 6.7c, Figure 6.7d). 

3. The model correlates of 5HT along with DA have to be efficiently modulated for 

improving the reward-punishment sensitivity in PD patients. The 5HT+DA model 

(αD1D2> 0) captures the experimental profile better than just a DA model of the BG 

(αD1D2 = 0) (Table 6.9, Annexure H, Annexure I).  

4. PD-ON ICD condition required a significantly reduced 5HT modulation of the 

striatal D2R (αD2) and the D1R-D2R (αD1D2) MSNs.  

5. PD-ON non-ICD condition is explained in our model by an increased 5HT 

modulation of the D2R MSNs (αD2)  and a decreased 5HT modulation of the D1R-

D2R MSNs (αD1D2).  

6. A significant increase in the modulation of the D2R MSNs (αD2) has marked the 

PD-OFF condition in the model. The above comparisons are made with respect to the 

healthy control condition.  
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Figure 6.7: Analyzing the action selection optimality and RT in the experiment and 

simulation for various subject categories. (a) The percentage optimality 

is depicted for various subject categories for the experimental data and 

the simulations (run for 100 instances). The subject's and the simulation 

agent's reaction times (RT) in msec through trials, are also shown for (b) 

the experimental data, and (c) for simulation. The average RTs in msec 

across the subject groups are provided for both experiment and 

simulation in part (d). The outliers are in prior removed with p = 0.05 on 

the iterative Grubbs test (Grubbs, 1969). The similarity between the 

experiment and the simulation is analyzed using a one way ANOVA, 
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with reward valence, punishment valence, and RT as factors of analysis. 

They showed significant differences among the subject groups as seen in 

the experimental data, but no significant difference (p > 0.05) is 

observed between the simulation and the experiment. Adapted from 

(Balasubramani et al., 2015a). 

Table 6.9: The key parameters defining different subject categories for the impulsivity 

data. Adapted from (Balasubramani et al., 2015a). 

 αD1 α D2 α D1D2 δLim δMed 

Healthy controls 1 0.185 0.997 - - 

PD-OFF 1 0.991 0.033 0.001 - 

PD-ON-ICD 1 0.046 0.001 0.001 0.06 

PD-ON-non-ICD 1 0.916 0.160 0.001 0.06 
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6.3.5 Synthesis 

Thus a network model of the BG consistent with the unified model of DA and 5HT 

presented in the earlier chapter is able to capture the representative functioning of 

5HT in the BG. The model is not only tested for the action selection paradigm but also 

for their reaction times. 

1) Risk sensitivity and Tryptophan depletion (Long et al., 2009) 

2) Punishment sensitivity (Cools et al., 2008).  

3) Reward-punishment learning based action selection in healthy controls and PD 

patients ON and OFF medication(Bodi et al., 2009). 

4) Reward-punishment learning based reaction times (impulsivity analysis) in healthy 

controls and PD patients ON and OFF medication. 
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CHAPTER 7 

 

CONCLUSION 

7 Conclusion 

7.1 Utility based decision making and the BG  

The first few chapters of the thesis build up a case for utility-based decision making in 

the BG rather than widely used value-based approach to decision making in the BG.  

 Chapter two describes the neurobiological basis for RL in the BG, by explaining its 

relation to the experimental evidence pertaining to DA and 5HT activity. Encoding of 

various computational quantities like value function, risk function, value prediction 

error, and risk prediction error across different nuclei such as the cortex, amygdala, 

and the BG, are discussed. 

 Chapter three reviews the existing computational theories on decision making 

based as value and utility-based approaches. It is followed by a description of BG 

models that are based on value- or utility-based approaches.  

 Chapter four begins with a description of the Go-Explore-NoGo (GEN)  theory of 

action selection in the BG. The GEN theory basically states that the cortico-basal-

ganglia loops perform action selection by maximizing value or utility function 

through a stochastic hill-climbing mechanism (Chakravarthy et al., 2013). The 

stochasticity is thought to arise out of the complex dynamics of the indirect pathway. 

The chapter describes the application of the value function based GEN dynamics to 

model Parkinsonian gait. It then presents an extension of the GEN theory by 

substituting the value function with utility function. The utility-based GEN dynamics 

is then used to model precision grip performance by PD patients. 
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7.2 Main findings of the DA-5HT based abstract model of BG based 

on Utility function 

The starting point of our model was to understand the contributions of 5HT in the BG 

function (Tanaka et al., 2009; Boureau et al., 2011). We use the notion of risk, since 

5HT is shown to be associated with risk sensitivity through the following instances. 

On presentation of choices with risky and safe rewards, reduction of central 5HT 

levels favors the selection of risky choices comparative to the baseline levels (Long et 

al., 2009). The non-linearity in risk-based decision making – risk aversivity in the 

case of the gains and risk seeking in the case of losses, is postulated to be affected by 

central 5HT levels (Murphy et al., 2009). Negative affective behavior such as 

depression, anxiety and impulsivity caused due to the reduction of the central 5HT 

levels, is argued to be a risky choice selection in a risk based decision making 

framework (Dayan et al., 2008). Based on the putative link between 5HT function and 

risk sensitivity, we have extended the classical RL approach of policy execution using 

the utility function (eqn. 5.7) instead of value function. In the utility function, the 

weightage (α)  that combines value and risk is proposed to represent 5HT functioning 

in BG. Using this formulation, we show that three different experimental paradigms 

instantiating diverse theories of serotonin function in the BG can be explained under a 

single framework. In the later sections of the chapter 5, the proposed model is applied 

to different experimental paradigms.  

 The first is a bee foraging task in which bees choose between yellow and blue 

flowers based on the associated risk (Real, 1981). The proposed model is applied to 

this simple instance of risk based decision making, though the experiment does not 

particularly relate to DA and 5HT signaling. The risk sensitivity reported in the bee 

foraging experiment is predicted by our model (for  = 1) accurately. We also 

investigated the model with an initial bias to blue flowers like that seen in experiment, 

and they were able to match the experimental results more accurately (Annexure J). 

Next we model experiments dealing with various functions of 5HT. One such 

experiment links 5HT levels to risky behavior. Experiments by (Long et al., 2009; 

Murphy et al., 2009) discuss associating 5HT levels to non-linear risk sensitivity in 

gains and losses. We model a classic experiment by Long et al. (2009) describing the 

risk sensitivity in monkeys on depleting 5HT level. With our model, the effect of 
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increased risk-seeking behavior in RTD condition is captured with parameter  = 

1.658 and the baseline condition with  = 1.985. This result shows that our model's 

5HT-correlate 'α' can control risk sensitivity. The third experiment is a reward 

prediction problem (Tanaka et al., 2009) associating 5HT to the time scale of 

prediction. Herein the subjects chose between a smaller short-term reward and a larger 

long-term reward. Our modeling results show that for a fixed , increasing α increases 

the probability of choosing the larger, long-term reward. Since higher  denotes 

higher 5HT level, the model corroborates the experimental result, suggesting that our 

model's 5HT-correlate 'α' behaves similar to the time scale of reward prediction. 

Finally the fourth experiment is to show the differential effect of 5HT on the 

sensitivity to reward and punishment prediction errors. Under conditions of balanced 

5HT (= 0.5), the model is less sensitive to punishment and commits more errors in 

predicting punishment;  this trend is rectified in depleted 5HT ( = 0.3) condition. For 

numerical analysis of reward and punishment prediction error, the experiment by 

Cools et al. (2008) did not take the acquisition trials into consideration. However, 

these trials serve to learn the initial association between stimulus and response. They 

also act as a base for the forthcoming reversal and switch trials and are hence taken 

into analysis in our simulation. This differential effect shown by the model 5HT-

correlate 'α' towards punishment corroborates the experimental evidence linking 5HT 

to adverse behavior exhibited in psychological disorders like depression and anxiety 

(Cools et al., 2008; Boureau et al., 2011; Cools et al., 2011). 

 Simulation results thus show that the proposed model of 5HT function in BG 

reconciles three diverse existing theories on the subject: 1) risk-based decision 

making, 2) time-scale of reward prediction and 3) punishment sensitivity. This is the 

first model that can reconcile the diverse roles of 5HT under a simple and single 

framework.  

 The model is also shown to explain medication effects in PD patients' reward / 

punishment learning. By appropriately coding the PD condition of dopamine 'δ' and 

using its effect in Go / Explore / NoGo method of action selection in BG , the model 

mirrors the behavioral effects observed in  human subjects (Bodi et al., 2009). It is 
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shown that ‘recently medicated’ condition possess greater learning from rewards than 

punishments, while a reverse trend is observed in the ‘never medicated’ condition. 

Modeling punishment sensitivity in PD 

Parkinson's Disease is generally thought to be predominantly caused by loss of DA 

cells in SNc (Kish et al., 1988). But there are studies that show that abnormal levels of 

other neuromodulators, such as 5HT, also contribute to altered decision making in PD 

(Fahn et al., 1971; Halliday et al., 1990; Bedard et al., 2011). Hence, an application of 

the model to understand reward-punishment sensitivity in PD patients is described in 

the chapter (Bodi et al., 2009). We assume that the depleted DA levels limit the 

update (through the eqn. 6.10) of the cortico-striatal connections. The resulting 

erroneous value and the risk components would interfere with the reward-punishment 

sensitivity of the PD patients. Particularly, the exact nature of the impairment is 

shown to be different under conditions of ON and OFF DA medications. In the ON-

condition, DA-agonist medication tends to increase the tonic levels of DA (Frank et 

al., 2007b). This leads to faulty updates of the states associated with the punishment, 

which must be ideally associated with a low “value”. This increases the risk 

component associated with those states to eventually decrease the frequency of their 

associated selection. The opposite trend occurs during the OFF condition which 

decreases the frequency in the selection associated with the states scoring rewards. 

Interestingly in the course of the study, performing just the depletion of DA could not 

match the results observed from Bodi et al. (2009) closely; the model with 5HT 

(abstract model- α; network model- αD1, αD2, αD1D2) parameter and sign() in eqn. (5.7) 

and eqn. (6.13) was found to be essential (Annexure E, Annexure F). This makes us 

predict the significant involvement of 5HT along with DA for matching the increased 

reward sensitivity under PD-ON conditions, and increased punishment sensitivity 

under PD-OFF conditions.  

Significance of Sign(Qt) 

The sign(Qt) term presented in the modified formulation of utility function (eqn.(5.7)) 

denotes the preference for risk in a given context of the experiment. At high mean 

reward values humans are found to be risk-averse, whereas at low mean reward values 
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they are risk-seeking (Kahneman, 1979). In neuroeconomic experiments, this risk 

preference is statistically determined, for example, by maximizing the log likelihood 

of the decisions (d'Acremont et al., 2009). Though this method estimates the risk 

preference subjectively, it is derived from decisions made throughout the experiment. 

The use of sign(Qt) in our model takes into account the variation of the subjective risk 

preference, according to the expected cumulative reward outcomes observed within an 

experiment. The significance of this term in the formula of modified utility (eqn.(5.7)) 

can be seen from the Annexure E. This appendix presents the results of simulating the 

experiment by Cools et al.(2008) with an altered model having no sign(Qt) term in the 

utility function of  eqn. (5.7). The mean number of errors does not vary as a function 

of both trial type and condition, for different values of 'α', contrary to what happens in 

the experiment. Thus sign(Qt) term is essential for simulating the results of (Cools et 

al., 2008). Such a behavior of nonlinear risk sensitivity has been shown to be 

modulated by 5HT in various experiments (Long et al, 2009; Murphy et al, 2009), 

which further strengthens our proposal of introducing the term sign(Qt) in eqn. (5.7). 

5HT-DA interaction in the 'risk' component of decision making 

The risk part of the utility function (eqn. (5.7)) has three components: α, sign(Qt)and 

√ht. While 'α' represents 5HT, the remaining two components are dependent on 'δ' or 

DA. Thus the proposed model of risk computation postulates a complex interaction 

between DA and 5HT. In neurobiology, complex interactions are indeed seen to exist 

between DA and 5HT (Di Matteo et al., 2008a; Di Matteo et al., 2008b) at the cellular 

level that are not detailed in this present abstract model. The 5HT  afferents from 

dorsal Raphe nucleus differentially modulate the DA neurons in SNc and ventral 

tegmental area (VTA) (Gervais et al., 2000). The 5HT projections act via specific 

receptor subtypes in the DA neurons. Action of 5HT 1A, 5HT 1B, 5HT 2A, 5HT 3, 

5HT 4 agonists facilitate dopaminergic release, whereas 5HT 2C agonists inhibit the 

same. Selective 5HT reuptake inhibitors are known to reduce the spontaneous activity 

of DA neurons in VTA (Di Mascio et al., 1998; Alex et al., 2007; Di Giovanni et al., 

2008). The 5HT neurons in dorsal Raphe nucleus also receive dense DA innervations 

from midbrain DA neurons (Ferre et al., 1994) and express D2R (Suzuki et al., 1998).  
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7.3 Main finding of the DA-5HT based BG network model for utility 

based decision making   

Ideally, a convincing model of value computation in the striatum must go beyond an 

abstract lumped representation and demonstrate how value may be computed by 

neural substrates of the striatum. There is strong evidence for the existence of DA-

modulated plasticity in corticostriatal connections, an effect that is necessary to 

account for value computation in the MSNs of the striatum (see review by (Kötter et 

al., 1998)). The idea that MSNs are probably cellular substrates for value computation 

has found its place in recent modeling literature (Morita et al., 2012). Starting from 

the fact that the effect of DA on the D1R - expressing MSNs of the striatum is to 

increase the firing rate, it has been shown in a computational model of the BG that the 

D1R-expressing MSNs are capable of computing value (Krishnan et al., 2011). We 

then extend this idea and show that a model of  D1R-D2R co-expressing MSNs in the 

striatum is capable of computing the risk function in Sections 6.1 and 6.2.1.  

 The present study presented a model of co-expressing D1R-D2R MSNs' gain 

function as an addition of the gain functions of D1R and the D2R MSNs. As a result 

the D1D2R MSNs acquire a ‘U’-shaped gain function. A few experiments provide 

support for such a representation, for  instance, the study by Allen et al. (2011) on  

neurons co-expressing D1-like and D2-like receptors in C. elegans (Allen et al., 

2011). Here the D1R and D2R of a co-expressing neuron have antagonistic effects on 

neurotransmitter (acetylcholine) release. In conclusion, they propose that the D1R-

D2R co-expressing neurons could simply be a combination of D1R and D2R neurons. 

Even studies on rodents and in-vitro striatal cultures have shown the antagonistic 

nature of the D1 and the D2 receptor components of a co-expressing neuron (Hasbi et 

al., 2011). They report that these co-expressing neurons activate the CAMKII and 

BDNF machinery, each of which is known to play opposing roles in synaptic 

plasticity—long term potentiation and long term depression, which are generally 

agreed to be dependent on the D1R and the D2R, respectively (Surmeier et al., 2007). 

We follow such a perspective of simple addition of the antagonistic D1 and the D2 

neuronal gain functions to model the D1R-D2R MSN in our modeling study. In the 

BG, the ventral striatal neurons are known to be specially involved in risk processing 

(Stopper et al., 2011). In this regard, we further hypothesize that D1R-D2R MSNs in 
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those nuclei (Stopper et al., 2011) would  specifically contribute to risk computation 

observed in Stopper et al. (2011). We also predict that selective loss of these co-

expressing neurons would make the subject less sensitive to risk, and therefore show 

risk-seeking behavior. Then the chapter continues towards realizing action selection 

through network dynamics of the BG. The underlying stochasticity in the soft-max 

rule used in our early study (Balasubramani et al., 2014) is achieved indirectly by the 

chaotic dynamics of the STN-GPe loop (Kalva et al., 2012). A schematic of the 

network model is presented in Figure 6.2. 

Improvements over the abstract model 

This study involves a systematic expansion of the lumped model proposed earlier 

(Balasubramani et al., 2014) to a complete network model of the BG that describes 

the interactions between DA and 5HT in action selection dynamics. Though it has a 

shortcoming that it does not include the detailed elaboration of DA-5HT interactions 

in the various kinds of receptors in the BG, it reconciles the principal network theories 

with the cellular machinery in the BG for modeling the behavioral results listed in the 

experiments of Section 6.3. 

 Furthermore, the previous abstract model is primarily a model of the striatum. It 

focuses on the utility function, which is thought to be computed in the striatum, and 

its role in decision making. The actual decision making is done using softmax 

function applied to the utility function (chapter 5). But the next part, chapter 6,  

attempts to model the entire BG. It includes downstream structures like GPe, STN and 

GPi. Decision making occurs in GPi and thalamus. Thus softmax-like stochastic 

decision making is implemented in the network model by the chaotic activity of STN-

GPe oscillations and the competitive action selection in the GPi and thalamic modules 

(section 6.2). The δU plays a role in determining the competition / cooperation 

between the direct and indirect pathways, a mechanism that could not have been 

accommodated in the previous abstract model. More specifically, the neuromodulator 

DA and 5HT affects the BG dynamics in the model by different forms. The model DA 

forms include  
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- the temporal difference error, δ, form that updates the cortico-striatal weights 

(Schultz et al., 1997; Houk et al., 2007),  

- the temporal difference of utility  form (Stauffer et al., 2014), δU, that aids the 

action selection at the GPi level (Chakravarthy et al., 2013), and  

- the sign(value function) term controlling the output of D1R-D2R MSNs activity 

(Schultz, 2010a; Schultz, 2010b; Balasubramani et al., 2015a; Balasubramani et al., 

2015b).   

 In the network model, 5HT differentially affects the D1R expressing, D2R 

expressing and the D1R-D2R co-expressing MSNs by the model parameters—αD1, 

αD2, and αD1D2 respectively. Serotonin is proposed to control the sensitivity of the risk 

in the action selection mechanism of the BG (Balasubramani et al., 2014). 

Particularly, 5HT is shown to affect the D2R MSNs and co-expressing D1R-D2R 

MSNs (Annexure F). The oscillatory dynamics of the STN-GPe is accounted by using 

a simple Lienard oscillator model as it was modeled in (Kalva et al., 2012; 

Chakravarthy et al., 2013).  

 There exists a model of risk based on an ‘asymmetric learning rule’ that works by 

multiplying a risk sensitivity factor with  the temporal difference function, without 

explicitly representing the 'risk' component (Mihatsch et al., 2002). This study follows 

the idea of utility computation with explicit risk coding, as reported in various studies 

(Preuschoff et al., 2006; Brown et al., 2007; Christopoulos et al., 2009; d'Acremont et 

al., 2009), for modeling the utility computation in the BG.    

Striatal DA and 5HT 

The DA signals used in our model are a function of reward / value, and temporal 

difference in value / utility (Figure 6.2, Table 6.2). The existence of different forms 

could be possible because,  

- Distinct sets of dopamine neurons are known to project to striatum. For instance 

structures such as the striosome and matrisome are proposed to receive different DA 

modulatory signals (See the section 'Modularity of dopamine signals' in (Amemori et 

al., 2011)). Some other studies find that all the SNc DA neurons innervate both the 
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striosomes and matrisomes, but each neuron's activity might favor any one of the 

compartment (Matsuda et al., 2009).   

- Similarly dopaminergic neurons from different regions dorsal / ventral of SNc / 

VTA might represent different computational quantities (See section 'Modularity of 

dopamine signals' in (Amemori et al., 2011)).  

- Moreover certain DAergic signals are known to specifically modulate between trials, 

while some other are proposed to act like a teaching signal within a trial (Tai et al., 

2012; Stauffer et al., 2014).  

A review by Schultz (Schultz, 2013) and other studies (Lak et al., 2014; Stauffer et 

al., 2014) state that the dopamine neurons are known to reflect various reward 

attributes such as the magnitude, probability and delay. In fact the above-mentioned 

attributes also get reflected when dopamine neurons can represent the first derivative 

of value or the utility function, as a common neuronal implementation (Stauffer et al., 

2014).  

- Our model proposes that the δ and sign(Q) (Figure 6.2, Table 6.2) affect the 

computation of utility function by  the MSNs. It must be noted that δ affects all the 

three kinds of MSNs (D1R, D2R and the D1R-D2R MSNs) presynaptically as 

investigated through many experimental studies (Refer (Kötter et al., 1998; Reynolds 

et al., 2002)). But the sign(Q) correlate of DA is proposed to affect the responses of 

D1R-D2R MSNs .  

 Whereas the neuromodulator 5HT is predicted to significantly modulate the D2R 

and the D1R-D2R co-expressing neurons (refer Annexure F for the simulations). The 

receptors 5HT 1, 2A, 2C and 6 (Ward et al., 1996; Di Matteo et al., 2008b) are most 

abundantly expressed in the striatum. None of these receptors show preferential co-

localisation to any striatal proteins, such as substance P, dynorphin (neurons that 

contribute to the striato-nigral direct pathway) or enkephalin (contributing to the 

indirect pathway). But a differential expression indeed exists - 5HT2C is highly 

expressed in the patches, and 5HT2A in the matrix (Eberle‐Wang et al., 1997). These 

5HT receptors are more likely to be co-expressed even along with the D1R-D2R 
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MSNs which form a substantial portion of the striatum according to certain 

experimental studies (Nadjar et al., 2006; Bertran-Gonzalez et al., 2010; Hasbi et al., 

2010; Perreault et al., 2010; Hasbi et al., 2011; Calabresi et al., 2014). It is true that 

5HT's specificity in expression along with a particular type of MSN is still not clear.  

 In order to investigate the possibility that 5HT modulation of MSNs may not be 

limited only to D1R-D2R MSNs, but could have a differential action on the three 

pools of MSNs (D1R, D2R and D1R-D2R), we have conducted additional simulations 

and obtained quite revealing results (Annexure F). On varying different subsets of

 D1, D2 D1D2, and   , the following inferences are made:  

- The modulation of αD1 alone [αD2 = 1, αD1D2 = 1] is not able to consistently model the 

behavior of a balanced (high αD1) or the reduced tryptophan (low αD1) conditions in 

any experiment. Similar is the case of modulating αD2 [αD1= 1, αD1D2 = 1] alone.  

- The joint modulation of αD1 and αD2 [αD1D2 = 1] was not able to explain any of the 

experiments satisfactorily.  

-  αD1D2 is found to be able to explain the results of the experiment by Cools et al. 

(2008) better only when optimized along with αD2. The joint modulation of αD2 and 

αD1D2 [αD1= 1] achieves best fit for all the experiments 

-  αD1 is not found to be as sensitive as  αD1D2 and αD2 in all the experiments, though a 

non-zero αD1 is preferred.  

- In summary, αD1 representation of 5HT can be fixed at  1, while the others (αD1D2 and 

αD2) can be varied and optimized to explain different 5HT based experimental results.  

 The optimization of fixed 5HT values might also be related to the tonic modulation 

exerted by DRN during reward processing (Jiang et al., 1990; Alex et al., 2007; 

Nakamura, 2013). 

 Such a framework is shown to effectively relate to the abstract model of the BG 

(Balasubramani et al., 2014) by explaining the experiments analyzing risk, reward, 

and punishment sensitivity. Especially the roles of DA-5HT in risk sensitivity, time 
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scale of reward prediction and punishment sensitivity / behavioral inhibition are 

reconciled using a value and risk based decision making framework. Thereby the test 

beds include experiments to analyze the behavioral parameters such as DA and 5HT 

for risk (Long et al., 2009), punishment sensitivity and behavioral inhibition (Cools et 

al., 2008) and probabilistic reward-punishment sensitivity (Bodi et al., 2009).  

 One other property of 5HT is coding for the time scale of reward prediction. This 

was verified in our earlier study (Balasubramani et al., 2014) by correlating 5HT 

parameter αD1D2that is modulating the D1R-D2R MSNs to the discount factor γ (as in 

eqn. (5.4)). Risk sensitivity has also been correlated to the reward delays by various 

other experimental studies (Hayden et al., 2007; Kalenscher, 2007). These studies 

predict that primates make risky choices when rewarded probabilistically with shorter 

delays, and they become risk aversive on increasing the waiting period for observing 

the probabilistic rewards, again substantiating our earlier lumped model relating αD1D2 

to γ. Since the chapter focuses on realizing our earlier empirical study at the network 

level, we focus only on the experiments affecting the network attributes such as risk 

coding D1R-D2R MSNs, and the non-linear risk sensitivity (in section 6.3).  

 Note that the proposed model brings the analysis of the reward-punishment 

sensitivity into a risk-based decision making framework, but there exist some tasks 

that deterministically test for the reward-punishment sensitivity. The D2 MSNs are 

known to mediate the No-Go effect that predominates in a reflexive behavioral 

inhibition in the face of expected punishment (loss function) alone, that is, free of risk 

(Frank et al., 2004; Nambu, 2004; Nambu, 2008; Chakravarthy et al., 2010). This 

study also shows the importance of 5HT in modulating the D2 MSNs, for explaining 

the property of behavioral inhibition (ref: Annexure F) in Cools et al. (2008) in the 

face of expected punishment.  

In summary, the proposed network model of the BG associates the three pools of 

striatal MSNs to three different modes of decision-making (Table 7.1). 
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Table 7.1: Striatal MSNs and different sensitivities of decision making. Adapted from 

(Balasubramani et al., 2015a). 

MSN SENSITIVITY 

D1R Reward 

D2R Punishment 

D1R-D2R Risk 

The variables that represent DA in the model (Figure 6.2, Table 6.2) are:   

- The temporal difference error, δ, that updates the cortico-striatal weights (Schultz 

et al., 1997; Houk et al., 2007),  

- The temporal difference of utility  (Stauffer et al., 2014), δU, that aids the action 

selection at the GPi level (Chakravarthy et al., 2013), and  

- The sign(value function) term controlling the output of D1R-D2R MSNs activity 

(Schultz, 2010a; Schultz, 2010b; Balasubramani et al., 2015b).   

 Similarly, 5HT differentially affects the D1R, D2R and D1R-D2R co-expressing 

MSNs, which is represented by the model parameters αD1, αD2, and αD1D2 respectively. 

Serotonin is proposed to control risk sensitivity in action selection performance of BG 

(Balasubramani et al., 2014). Particularly, 5HT is shown to affect the D2R MSNs and 

co-expressing D1R-D2R MSNs (Annexure F). The oscillatory dynamics of the STN-

GPe is modeled  using a simple Lienard oscillator model (Liénard, 1928; Kalva et al., 

2012; Chakravarthy et al., 2013) 

Modeling action selection and impulsivity induced by medication in PD 

The developed network model was not only tested for action selection problems, but 

also for the representation of reaction times. The haste displayed while executing  

actions, resulting in premature and inaccurate responses, is called impulsivity. 

Impulse control disorder (ICD) is widely noticed during the ON medication condition 

of PD. There are many models for explaining ICD and according to one model, ICD 

results due to automaticity of stimulus-response relationship that no longer cares 

about the outcome; thus ICD  is thought to be a form of habitual action (Bugalho et 

al., 2013). The opponency between the direct and indirect pathways of the BG, 
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mediated by DA, are utilised by few models to explain the ICD behavior (Frank et al., 

2004; Frank et al., 2007b; Frank et al., 2007c; Cohen et al., 2009). Another one that 

belongs to the actor-critic family of BG models, localises the critic module (which 

evaluates the rewards associated with an action) to ventral  striatum, and the actor 

module (which provides an executable plan for performing actions) to dorsal striatum. 

A dysfunction in the critic module has been proposed to explain the impaired 

stimulus-response relationship under impulsivity in PD-ON condition (Piray et al., 

2014). Other models use matching law to relate the probability of selecting a choice 

among two given alternatives to both the relative magnitudes and relative delays of 

the reinforcers associated with the alternatives (Evenden, 1999). The preference to 

choices increased with the magnitude of the associated reinforcer, but decreased with 

the delay associated with the reinforcer. Increased sensitivity to delays was predicted 

to increase impulsive behavior (Evenden, 1999). Some models relate impulsivity to 

this discount factor, i.e., an increased discounting and myopicity in reward prediction 

is related to impulsive behavior (Doya, 2002; Tanaka et al., 2007; Doya, 2008). We 

show that such effects can be captured in the proposed model by the risk sensitivity 

term (αD1D2) of the eqn. (6.13) (Balasubramani et al., 2014). Furthermore, earlier 

models of ICD in PD only take DA deficiency in striatum into account (Piray et al., 

2014), leaving behind other potential salient factors such as 5HT. In some other 

models, reduced learning from the negative consequences in PD-ON ICD patients was 

captured using an explicitly reduced learning rate parameter associated to negative 

prediction error (Piray et al., 2014). But the proposed model naturally takes the 

nonlinearity in reward-punishment learning into consideration through the sign() term 

in risk function computation (eqn. (6.13)). The nonlinearity mediated by α.sign() term 

towards rewards and punishments results in the PD-ON ICD condition to learn more 

from rewarding outcomes, while leaving the PD-OFF condition to be more sensitive 

to punitive outcomes. The lower availability of DA leads to devaluation of the 

reward-associated choices more than that of the punishment in the PD-OFF condition 

(Figure 6.7a) that favors punishment learning. Similarly in PD-ON conditions, the 

punishment linked choices are overvalued and that reduces the optimality in 

punishment learning. 
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 Our model finds that modulation of both DA and 5HT in the BG model is necessary 

to effectively explain the aspects of impulsive behavior observed in our experiment 

(Annexure H, Annexure I). Using only the effect of D1R MSNs and D2R MSNs (αD1 

=  1; αD2 = 1) without including the co-expressing D1R-D2R MSNs along with the 

5HT effect (αD1D2 = 0), does not explain the experimental results (Annexure H, 

Annexure I). This separates our model from those that invoke only the opponency 

between the DA mediated activity of D1R MSNs and D2R MSNs for explaining the 

PD-ON ICD behavior(Frank et al., 2004; Frank et al., 2007b; Frank et al., 2007c; 

Cohen et al., 2009). 

 By investigating the function of neuromodulators DA and 5HT in this study, we 

find that there is a sub-optimal utility computation driven by these neuromodulators in 

the PD patients as explained below. The clamping done to the availability of DA 

represents reduced DA availability or DA receptor density or dopaminergic 

projections to the BG in the PD-OFF condition (Evans et al., 2006; Steeves et al., 

2009). Our model also predicts a  lower availability of 5HT in the BG for both PD-

OFF and PD-ON conditions as previously reported by various experimental studies 

(Fahn et al., 1971; Fahn et al., 1975; Halliday et al., 1990; Bedard et al., 2011).  

 Specifically based on 5HT modulation in the model, a lowered sensitivity to the 

D2R MSNs and the D1R-D2R MSNs are observed in ICD. They exhibit a 

significantly reduced inhibition of actions along with risk-seeking behavior. Thus 

extremely low αD2 and αD1D2 efficiently differentiates ICD group among the PD-ON 

conditions. The model also shows that the PD-OFF patients would have very high 

sensitivity to punishment (αD2) and increased behavioral inhibition, while the healthy 

controls have a higher sensitivity to risk (αD1D2).  

 Concisely, the model classifies the medication induced ICD in the PD patients to 

be possessing limited DA and 5HT modulations particularly for the D2R and D1R-

D2R MSNs. The prime outcomes out of the model include the following: 

- The modulation  of 5HT (αD1D2) on D1R-D2Rco-expressing MSN is found to be 

significant (Sections 6.3.1, 8.6.1) for explaining risk-sensitivity (Long et al., 2009).  
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- The modulation  of 5HT (αD2) on the D2R MSN is found to be sensitive for 

explaining the behavioral inhibition and punishment-sensitivity (Section 6.3.2) (Cools 

et al., 2008). 

- The modulation  of 5HT (αD1) on the D1R MSN is not found to be particularly 

sensitive for explaining the experimental tasks.  

- The action of DA in the BG is proposed to be in different forms (δ in eqn. (6.10), 

δUin eqn. (6.14), and sign(Q) in eqns. (6.13, 6.17)) as summarized in Figure 6.2.  

- The DA-5HT joint action on D1R MSNs and the D1R-D2R co-expressing MSNs 

makes them suitable as cellular substrates for value and risk function computations 

respectively.  

- The study also explains the changes in action selection in PD. A model of limited 

DA availability simulates the PD-OFF condition, while an added medication factor to 

the limited DA marks the PD-ON condition. Modulating 5HT along with DA is 

essential for representing the abnormal reward-punishment sensitivity in PD 

conditions. Specifically, a lowered αD1D2is seen in both the OFF and ON medication 

condition, while a lowered αD2 is seen in the PD-ON condition. 

The co-expressing D1R-D2R MSNs 

There have been varied reports of the proportion of co-expressing D1R-D2R MSNs in 

the striatum. These neurons were not modelled in any of the earlier studies, though 

present in significant proportion to D1R and D2R expressing MSNs (Frank et al., 

2004; Ashby et al., 2010; Humphries et al., 2010; Krishnan et al., 2011). It might be 

due to the following reasons: The existence of co-expressing D1R-D2R MSNs have 

been under debate over years. Many studies supported distinct populations of the 

striatal MSNs projecting in striatonigral and striatopallidal pathways including 

neurochemical and genetic ontology analysis in mice (Araki et al., 2007), transgenic 

mice engineered using bacterial artificial chromosome (BAC) with enhanced green 

fluorescent protein (Bertler et al., 1966; Shuen et al., 2008; Matamales et al., 2009; 

Valjent et al., 2009), biochemical and imaging assays including in situ hybridization 
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(ISH) combined with retrograde axonal tracing (Gerfen et al., 1990; Le Moine et al., 

1991; Le Moine et al., 1995), fluorescence-activated cell sorting (FACS) of MSNs or 

translating ribosome affinity purification approach (TRAP) (Lobo et al., 2006; 

Heiman et al., 2008). These studies report that D1Rs are present in striatonigral MSNs 

and are Substance P positive, whereas the D2R are enriched with enkephalin and are 

striatopallidal in nature (Classical models of the BG: (Albin et al., 1989; DeLong, 

1990b)).  

 However some of these highly sensitive studies are under debate due to the 

following reasons (Bertran-Gonzalez et al., 2010; Calabresi et al., 2014): the 

developmental regulation of D1R and D2R mRNAs as analyzed in the genetic 

ontology studies with mice (Araki et al., 2007) result from intrinsic genetic programs 

that control the receptors' expression, whereas the actual dopaminergic neuron's 

innervation in a projection area (here, the striatum) is found to control the D1R and 

D2R expression (Jung et al., 1996). Furthermore, the genetically engineered BAC 

mice are found to have alterations in comparison with wild-type mice in terms of 

behavioral, electrophysiological and molecular characterization. Even highly 

advanced optogenetics and other imaging techniques that support segregation of the 

pathways are  questioned for their ability to monitor the subcortical activity accurately 

in behaving animals (See the reviews by (Bertran-Gonzalez et al., 2010; Calabresi et 

al., 2014)).  

 Meanwhile, there are many other findings questioning the strict segregation of the 

direct and the indirect pathways. See review by (Bertran-Gonzalez et al., 2010; 

Calabresi et al., 2014) for more details.  These studies report various modes of cross-

talk existing between the 'classical' dichotomous projections from the striatum. 

Studies also report co-expression of the D1R and the D2R in a MSN to be a medium 

for cross-talk. They even propose the receptors' heteromerization to such an extent 

that these co-expressing MSNs would have their downstream effects completely 

different from that of the neurons solely expressing the D1R or the D2R.  

 The studies reporting co-expression of D1R-D2R in the MSNs analyze 

components such as calcium, and BDNF (Brain-derived neurotrophic factor) (Rashid 

et al., 2007; Hasbi et al., 2009), using techniques such as RT-PCR (Reverse 
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transcription polymerase chain reaction) that is reviewed in (Surmeier et al., 1993), 

co-immunoprecipitation (Lee et al., 2004), or FRET (Fluorescence resonance energy 

transfer) using fluorophore-labeled antibodies (Hasbi et al., 2009). Some quantitative 

measures regarding the proportion of D1R-D2R MSNs in the striatum include nearly 

17% in the nucleus accumbens shell, and 6% in the caudate-putamen, when estimated 

using BAC transgenic mice (Bertran-Gonzalez et al., 2008). Though there have been 

doubts regarding the accurate neuronal labelling in BAC transgenic mice, the 

proportions have been confirmed by the later studies too (Matamales et al., 2009). 

Similarly a quantitative FRET in situ showed that more than 90% of the D1R-D2R 

co-expressing neuronal bodies in the NAc, and nearly 25% of them were found in the 

caudate-putamen (Perreault et al., 2010). Hence these studies favor the presence of 

D1R-D2R MSNs in significant levels in the striatum.   

 A few studies report the projection of D1R-D2R co-expressing neurons to GPi also 

(Perreault et al., 2010; Perreault et al., 2011). Though our present study accounts for 

their projection to GPe alone, out of this study comes a strong suggestion or a testable 

prediction that the D1R-D2R co-expressing neurons targeting the pallidum mainly 

contribute to risk computation as in eqn. (6.17). Those D1R-D2R MSNs that project 

to SNc  may be utilized for the temporal difference in utility computation (eqn. 

(6.14)). These projections of the D1R-D2R co-expressing neurons towards both the 

indirect pathway and the direct pathway, support the study that DA D1R containing 

neurons may not solely project onto the direct pathway. This is because some of the 

D1R containing MSNs are known to also  project to the indirect pathway (Calabresi et 

al., 2014). Those D1R neurons could be co-expressing D2R, since D1R-D2R co-

expressing MSNs are capable of invading both the direct and the indirect pathways 

(Nadjar et al., 2006; Bertran-Gonzalez et al., 2010; Hasbi et al., 2010; Perreault et al., 

2010; Hasbi et al., 2011; Calabresi et al., 2014). Similarly the D2R MSN need not just 

solely project to the indirect pathway. The study of  Calabresi et al., (2014) shows that 

D1R-D2R MSNs are one of the means by which the direct and the indirect pathways 

interact. Such a notion is preserved in our modeling study too, and hence these D1R-

D2R co-expressing MSNs might play a major role in the cross-talk between the direct 

and the indirect pathways. 
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 Moreover, DA D1R and D2R are also shown to form heteromeric complexes with 

unique functional properties and phenotype (Hasbi et al., 2011; Perreault et al., 2012). 

These heteromers are found to have increased sensitivity following repeated increases 

in DA transmission. The up-regulated state of these heteromers persisted after DA 

agonist removal, identifying these heteromeric complexes as therapeutic targets in 

DA-related disorders, such as schizophrenia and drug addiction. These heteromers are 

also predicted to significantly influence cognition, learning, and memory (Perreault et 

al., 2011; Perreault et al., 2012). We would expect that there might be differences 

between the co-expressing neurons and the heteromers, but in the absence of more 

data, this study has used the simple model of addition of D1R and D2R MSN's gain 

functions to represent the D1R-D2R co-expressing neurons. 

7.4 Limitations and future work 

The 5HT correlate of the model is a parameter denoting the tonic serotonergic activity 

(Balasubramani et al., 2015b) which is reported by many experimental recordings as 

the prevalent form of serotonergic action. Though there are some computational 

models on phasic serotonergic activity (Daw et al., 2002), its biological existence and 

relevance is still dubious (Boureau and Dayan, 2011;Cools et al., 2011;Dayan and 

Huys, 2015). We look forward to study more about the tonic and phasic forms of 

serotonergic activity in the future (Balasubramani et al., 2015b). 

The co-expressing D1R-D2R MSNs are experimentally shown to significantly 

contribute to both the direct and the indirect pathways of the BG (Nadjar et al., 2006; 

Bertran-Gonzalez et al., 2010; Hasbi et al., 2010; Perreault et al., 2010; Hasbi et al., 

2011; Calabresi et al., 2014). These two distinct pools of D1R-D2R MSNs—one 

following DP that controls exploitation, and the other following IP that controls 

exploration (Chakravarthy et al., 2010; Kalva et al., 2012; Chakravarthy et al., 2013), 

might be used for modeling the non-linearity in risk sensitivity based on outcomes 

(risk aversion during gains and risk seeking during losses) (Kahneman, 1979). The 

inherent opponency between the DP and IP (DeLong, 1990b; Albin, 1998)  would 

facilitate the projections of the corresponding D1R-D2R MSNs for showing 

contrasting risk sensitive behavior. Each of the neuronal pools computing the risk 

function should then be weighed by appropriate sensitivity coefficients (representing 



121 
 

 

neuromodulators DA and 5HT (Balasubramani et al., 2014)) to capture the non-linear 

risk sensitive behavior (Kahneman, 1979) based on the reward / punishment 

outcomes. This is simplified in the present modeling study by considering the D1R-

D2R MSNs to IP alone, multiplied by a (α sign(Q)) term. Moreover, the increased 

magnitude of risk associated with an action is experimentally found to enhance 

exploration in the dynamics (Daw et al., 2006; Cohen et al., 2007; Frank et al., 2009). 

This is made possible in the model by routing the co-expressing D1R-D2R MSN 

activity to the IP that controls the exploration of the BG dynamics (Chakravarthy et 

al., 2010; Kalva et al., 2012; Chakravarthy et al., 2013). Expanding the framework to 

include the D1R-D2R MSNs projections to GPi (in the DP) would be done in our 

future work. 

 Projections from GPe to GPi are found in the primates (Kawaguchi et al., 1990; 

Gerfen et al., 1996; Mink, 1996). GPe projections to GPi are thought to be more 

focused, compared to the more diffuse projections of STN to GPi. These GPe-GPi 

connections bypass the GPe-STN-GPi connectivity. The former are thought to 

perform a focused suppression of GPi response to a particular action, whereas the 

latter impose a Global NoGo influence (Parent et al., 1995; Mink, 1996). Though the 

functional significance of these connections is not known, not accounting for this 

connectivity (GPe-GPi) is a limitation of the modeling study. However, since we do 

not differentiate a global / local NoGo in our study, the proposed minimal model 

adapted from classical BG models (Albin et al., 1989; DeLong, 1990b; Mink, 1996; 

Bar-Gad et al., 2001) is able to capture the required experimental results at the neural 

network level.  

 Further investigation should examine more detailed DA-5HT interactions based on 

the specific receptor type distribution in the BG. This study only deals with the 

theoretical principles behind DA-5HT interactions in the BG, which can be then 

expanded to understand the detailed influence of the same interactions in the cortex, 

SNc, and Raphe nucleus. Apart from analyzing the details of the interactions in 

various regions of the brain, attempts to include other major neuromodulators like 

acetylcholine (ACh) and norepinephrine (NE) are also desired. This could be realized 

by including a self-organised map (SOM) model of the striatum which captures its 

topologically ordered arrangement of the striosomes and matrisomes (Stringer et al., 
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2002) and is controlled by the ACh mediated tonically active inter-neurons. The 

model is expected to analyze ACh influence in the selection of striosome–matrisome 

pairs and the plasticity of cortico-striatal connections (Spehlmann et al., 1976; Ding et 

al., 2011). Specific investigation of how the neuromodulator NE affects the STN-GPe 

system and the BG dynamics is also of special interest. Neuromodulator NE has been 

compared to the inverse temperature parameter of eqn. (5.7) and is thought to 

specifically affect the exploration dynamics of the BG action selection machinery 

(Doya, 2002; Aston-Jones et al., 2005). In our earlier study, we have showed that the 

STN lateral connections can also influence the BG exploration dynamics significantly 

(Chakravarthy et al., 2013). Control of response inhibition through STN is thought to 

be established through the NE activity in STN, and a dysfunction in such control 

could be related to ICD (Economidou et al., 2012; Swann et al., 2013). The impact of 

DA and NE activity on STN functioning should be tested in future, paving way to a 

comprehensive computational understanding of the roles of all the four major 

neuromodulators (DA, 5HT, NE, ACh) in the BG dynamics. 

 In the case of impulsivity in PD-ON which basically refers to the difficulty in 

inhibiting movement and is accompanied by low RT (Ballanger et al., 2009), there is 

evidence supporting the involvement of STN in controlling impulsivity. STN lesions 

are shown to decrease RT and increase premature responding behavior (Baunez et al., 

1995; Baunez et al., 1997; Phillips et al., 1999; Florio et al., 2001). Furthermore, the 

levels of synchronisation in STN-GPe contribute to the cognitive symptoms viz., 

impulsivity (Williams et al., 2005; Wylie et al., 2012), similar to its contribution to 

the motor symptoms like, tremor, postural instability and gait disturbances (Levy et 

al., 2002; Kuhn et al., 2006; Kühn et al., 2009). In PD, markedly depleted levels of 

DA are associated with highly synchronized neural firing pattern and a slight increase 

in firing activity in STN (Plenz et al., 1999; Park et al., 2012). Though the current 

study considers the STN-GPe dynamics for the decision making, our future work 

would involve the detailed neuronal modeling of the STN-GPe system to understand 

the possible role of oscillatory activity of STN in PD-related impulsivity (Williams et 

al., 2005; Wylie et al., 2012).  

 STN also receives extensive Norepinephrine (NE) afferents (Parent et al., 1995; 

Wang et al., 1996). And since many studies report that the dynamics of STN-GPe is 
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strongly controlled by the neuromodulator NE (Belujon et al., 2007; Delaville et al., 

2012), we would like to explore the possible role of NE in the BG dynamics. 

Particularly, NE is expected to control the lateral connection strengths in STN-GPe, 

and the gain of cortical input (Aston-Jones et al., 2005; Dayan et al., 2006b; Cohen et 

al., 2007) to striatum and STN. The control of response inhibition through STN is 

thought to be established through the NE activity in STN, and a dysfunction in such  

control could be related to ICD (Economidou et al., 2012; Swann et al., 2013). A 

detailed model of STN-GPe dynamics and the effect of NE on the same, could help us 

better understand the role of the STN-GPe system in impulsivity and design better 

deep brain stimulation protocols to cure impulsivity (Frank et al., 2007b).  

 Although DA, 5HT and NE along with the STN-GPe dynamics figure prominently 

in the experimental studies on action selection dynamics and their reaction times, 

computational models that closely resemble the neurobiological data supporting all 

those factors do not exist. Our model becomes the first of its kind to include the 

contribution of both DA and 5HT in behavioral measures mediated by the BG 

dynamics, and present a better "bench to bedside" proposal. 
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ANNEXURE A 

 

A.1 Computing ϕ(t): 

The study simulates the field of vision (FOV) of the agent that is fixed at 120°. The 

FOV is divided into small sectors of 50, denoting the size of the view vector. 

Considering Ro as the orientation vector ([2 x 1]) represented by vx and vy, and the 

angle subtended by each i
th

 sector with respect to Ro as Θi
sec

, the orientation vectors of 

each of other 49 sectors is given by 

sec

i mat oR  O .R
                         A.1 

where Omat is the orientation matrix ([2 x 2]) given by 

       sec sec sec sec

mat i i i icos sin sin cosO  ,  ;  ,       
             A.2

 

 The slope mi (eqn.(A.3)) of each of the Ri
sec 
is calculated with respect to the agent’s 

current position (x, y).  

     y x

i i im  y R  –  y  /  x  R  –  x  
                       A.3 

 In order to identify if a given sector’s orientation hits the door or a wall assuming 

the y coordinate of the door is yi
door

, the x-coordinate (xi
door

) of each of the orientation 

vectors is calculated at yi
door

 as in eqn. (A.4). 

 door door

i i ix  y - y / m  x 
                       

A.4 

 Using the xi
door 

coordinates of all the views, the view vector is given as eqn. (A.5). 
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 

 

x x

door door

i pos i pos

i

i 0

if (x  d )^ (x  d )

t   1

else

t    





  




                   

A.5 

A.2 Computing θi: 

The central pattern generators (CPG) are used to model the kinematics of the leg by 

controlling the joint angles of the hip (θh)  and the two knees (θk1& θk2). Three pools 

of neurons, two for the hip and three for each of the knees form the network.  

The dynamics of the adaptive Hopf oscillators are as follows:    

2

i i i i i ii

.

p ( r )p q F( t ) sin( )           
               

A.6 

2

i i i ii

.

q ( r )q p    
                    

A.7 

i
i

i

. q
F( t )

r
  

                         

A.8 

i i

.

p F( t ) 
                          

A.9 

i
i 0 i i

0

sin
.

( )


   


  

                     

A.10 

where 

1 i
i i

i

sgn
q

( p )cos ( )
r

  

                      

A.11 
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teach learnedF( t ) P ( t ) Q ( t ) 
                    

A.12 

                      A.13 

 The learning signals (Pteach) for the oscillators are the joint angle profiles of the hip 

and knees. This provides a smooth control over the amplitude and frequency of the 

oscillators. pi and qi are the intrinsic variables of the oscillators,  and 2 2

i i ir p q  . μ 

controls the amplitude of oscillations, and ξ controls the speed of recovery of the 

system after perturbations (eqns. (A.6, A.7)). F(t) is an error signal (eqn. (A.8)) 

defined as the difference between the teaching signal and the actual signal. It is 

weighted by a factor ϵ, and is given as feedback to the oscillators (eqns. (A.6, A.7)). 

The variables αi and ωi corresponds to the amplitude and frequency of the oscillators 

(eqns. (A.8-A.9)), respectively. Intra-pool phase relationship is maintained via the 

internal variable ψi (eqn. (A.10)) where τ forms the weight factor to maintain the 

phase relationship among the oscillators (within hip, within each knee) with respect to 

the oscillator numbered 0 (eqn. (A.6)). A global/inter-pool phase relationship 

(between the hip and two knees) is maintained by a new state variable ψ0,k, whose 

dynamics are governed by the following equations (eqns. (A.14,A.15)). The block 

diagram for training the CPG network is given by Figure A.1a. Training of the CPG 

network with the desired hip and knee angles represented in Figure A.1b.  

2

0,k 0,k 0,k 0,k 0 k0,k

.

,p ( r )p q sin( )        
                

A.14 

0,k 0,k-1 0,k 0,k

.

sin( )     
                      

A.15 

 

learned i i

0

N

i

Q ( t ) p



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a) 

 

b) 

 

Figure A.1: a) Schematic of the CPG network b)Angle profiles used to train the  

 CPG network. Published in (Muralidharan et al., 2014). 
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 Stride length in a gait cycle is defined as the distance between the heel strike of 

one leg to the heel strike of the same leg and thus covers two steps. The hip angle θh 

as seen in Figure A.1b has three peaks. The angle θh between the two hips and knee 

angles are almost 0 at the extremes (Figure A.1b) and therefore each peak in the hip 

angle represents a Step. If the first peak as the heel strike of one the legs, the next two 

peaks would be the next two steps or a Stride (Figure A.1b). The thigh length, l1 is 

taken as 0.5 m and the shank length, l2 as 0.6 m. The stride length (SL) is calculated as 

in eqn. (A.16). 

STR 1 2 h_ext2 1 2 h_ext32( )sin( / 2) 2( )sin( / 2)L l l l l    
         

A.16 

 For simulating the step lengths, only a single peak (θh_ext2) is considered and 

therefore LSTR will possess only the first term. As the αis are modulated, the amplitude 

of θh, is varied giving rise to different stride lengths. The stride length hence supplies 

the displacement information to the agent, and the direction is obtained from the 

x y

^ ^

v and v respectively that are obtained through the BG dynamics. The stride length 

and the direction are combined to calculate the agent’s next position as in eqn. (A.17). 

^

xSTR

^

ySTR

*

*

x L v

y L v

 

 
                      

A.17 

The change in position (performed by eqn. (A.17)) would then form as an input to the 

calculation of the view vector. 

A.3 Computing Step length variability: 

Step length variability shows similar trends as seen in the original study where the PD 

freezers show significantly higher variability comparative to controls and PD non-

freezers for all the three door cases. The step length variability reported in Almeida 
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&Lebold (Almeida et al., 2010) is hypothesized to be a factor of unstable gait or 

voluntary control (Almeida et al., 2007). 

a) 

 

b) 

 

Figure A.2:a) Experimental Step length variability in controls, PD freezers and PD 

non-freezers (Almeida et al., 2010), b) Simulated Step length variability 

in controls, PD freezers and PD non-freezers. Published in (Muralidharan 

et al., 2014). 

A.4 Sensitivity analysis for the DA and non-DA parameters: 

The simulations show that a clamped δ alone cannot  lead to FOG (Almeida et al., 

2010; Cowie et al., 2010) (Figure A.3a). Therefore we studied the role of other model 
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parameters like γ and σ in bringing about FOG (Almeida et al., 2010; Cowie et al., 

2010). The effects of the parameters δ, γ and σ on action selection is shown in Figure 

A.3b.  

a) 

 

b) 

 

Figure A.3: a) Effect of δLim on stride lengths (simulations are run for γ = 0.8 and σ = 

0.3); b)Effect of different levels of γ and σ on the stride length 

(unclamped δ). Published in (Muralidharan et al., 2014). 
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B  

C Annexure B 

ANNEXURE B 

 

The Genetic Algorithm (Goldberg, 1989a) option set for optimization is given in the 

following table. Optimization toolbox 6.0, Matlab R2011a, The Mathworks Inc. is 

used. 

Table B.1: Option set for the GA tool. 

Option Value 

Population Size 20 

Crossover fraction 0.8 

Elite count 4 

Generation time 1000 

Function tolerance 1 e-6 

Cost function (Expt measure - Sims measure)
2
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D Annexure C 

ANNEXURE C 

 

The forces acting on the finger and object during precision grip performance are 

presented in the first section of this supporting material. The later sections of the 

Annexure then describe the model of precision grip control system constituting the 

grip and lift force controller, and the plant. Note that the grip and lift force controllers 

generate FG and FL for a given FGref and reference position as inputs to the system 

(Obtain FGref from the BG model). The forces then act on the plant model for 

generating the object position (Xo),finger position (Xfin), and their derivatives ( o,  o, 

 fin,  fin). The final section of the Annexure deals with computing value and risk 

functions for utility construction using radial basis functions. In here, the training of 

weights for value function uses the gradient in value (similar to eqn. (4.1)), while that 

for the risk function uses the square of the gradient in value to capture the variance 

associated with rewards (d'Acremont et al., 2009).  

 

D.1 The Precision Grip Control System: Overview 

Precision grip performance consists of finger and object which interact through 

friction (Ff).  

 Figure C.1 presents a free body diagram showing the various forces acting on 

fingers (index finger and thumb) and object. In this study, we assume that the two 

fingers are identical in mass and shape. FG is the grip force applied on the finger 

acting horizontally in opposite directions. FL is the lift force acting on the finger to lift 

the object up. The frictional force Ff acts on the object in the upward direction, with 

Ff/2 acting on either side of the object. 
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a) 

 

b) 

 

Figure C.1: (a) A free body diagram showing the forces acting on object and finger. FG, FL, Ff, 

Fn representing the Grip, Lift, frictional and normal forces, respectively. (b) This 

figure shows the coupling between the finger and the object. ). Published in 

(Gupta et al., 2013). 

The PG model includes the plant as well as the controllers for the grip and lift force as 

provided in Figure C.2. The following sections describe the plant and design of the 

controllers (FG and FL) followed by their training method, respectively. 
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Figure C.2: Block diagram showing the interaction of the various components and their 

corresponding inputs and outputs.      and   are the position, velocity and 

acceleration; subscript ‘fin’ and ‘o’ denote finger and object respectively. ). 

Published in (Gupta et al., 2013). 

D.2 Plant 

The forces (FL and FG) obtained from the two controllers are used for determining the 

kinetic parameters (position, velocity and acceleration of finger and object). The plant 

model incorporates the FL and FG for obtaining the net forces acting on both the finger 

(Ffin) and object (Fo), with the interaction based on finger-object interface through 

friction (Ff). The net force acting on finger and object is given in eqn. (C.1) and eqn. 

(C.2). 

                                                                                               C.1 

o f n oF F  F M g  
                                                                                                    C.2 

 When the object is resting on surface the net force on object is zero as there is no 

acceleration. So, the normal force is obtained by keeping Fo = 0 in eqn. (C.2). When 

the object is lifted from the table the normal force becomes zero. Fn is determined by 

eqn. (C.3). 

, 0

0,

o f o o f

n

M g F   if X M g F
F

                 else

   
 
                                                                   C.3 

The frictional force (Ff) coupling the finger and object is given in eqn. (C.4) 

fin L f finF F F M g  
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,

,

noslip noslip slip

f

slip

F   if F F
F

F                       else


 
                                                                                      

C.4 

Where, the Fslip, representing the maximum frictional force that can be generated is 

given in eqn.(C.5).  

2slip GF μF
                                                                                                             C.5 

Note that the friction coefficient is calculated as load force/ slip force (Forssberg et 

al., 1995) :
 

/o slipM g F 
                           C.6 

The Ff required to prevent slip is given in eqn. (C.7) 

o fin nL
noslip

o fin fin o

M M FF
F

M M M M

 
  

                                                                                   
C.7 

According to Newton’s second law of motion force is given as a product of mass and 

acceleration. So eqn. (C.1) and eqn. (C.2) can also be represented as eqn. (C.8) and 

eqn. (C.9). 

2

2

fin

fin fin

d X
F M

dx


                                                                                        C.8 

2

2

o
o o

d X
F M

dt


                                                                     C.9 

 The kinetic parameters can be obtained by integrating 
2

2

od X

dt
to obtain velocity and 

double integrated to obtain the position.  
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D.3 The Grip Force (FG) controller 

The FG controller is modeled as a second order system that is used to generate the FG 

which couples fingers to the object. The second order system meets the characteristics 

of a typical grip force profiles seen in humans, by reaching a steady state value after 

reaching a peak. The FG controller for a step input is given by the following equation. 

2

n

2 2

n n(s + 2   s+ )
GF



  


                                                                                       
C.10 

    Maximum overshoot (Mp, defined as the maximum peak value of the response 

curve) and time to peak (tp, peaking time of the response curve) are required to 

determine the values of ωn and ζ . The experimental values (Johansson et al., 1984) 

for MP and tp, FG controller parameters are obtained using eqn. (C.11- C.12) (Ogata, 

2002). 

( / )n d

pM e
  


                                                                                                     C.11 

d  
pt






                                                                                                              
C.12 

Here ωd is defined as the damped natural frequency (eqn. (C.13)). 

2

d n 1   
                                                                                                    C.13 

 Using the overshoot ratio, Mp = 1.25, (eqn. (C.11)) and time to peak, tp = 530 ms, 

(eqn. (C.12)) as design criteria (Mp and tp values obtained from Johansson et al. 

(1984)), the study used ωn = 6.4 and ζ = 0.4 as the parameters for transfer function of 

the FG controller for a step input (Ogata, 2002). 

D.4 Lift Force controller 

The lift force controller is modeled as a Proportional-Integral-Derivative (PID) 

controller (eqn. (C.15)) for producing a time-varying lift force profile (FL,PID) as 
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output). This provides the various displacement, velocity and acceleration quantities 

that controls the object position, and has the position error (EL) as input (eqn. (C.14)) 

to the controller. 

L o refE  = X -X
                                                                                                       C.14

, , , ,

0

( )

t

L
L PID P L L I L L n n D L

dE
F K E K E d K

dt
   

                                       C.15 

Where the KP,L, KI,L and KD,L are the PID proportional, integral and derivative gains 

for the lift force controller, respectively. FL is further obtained by smoothening the 

value of FL,PID (eqn. (C.16)). 

,s L PID
L

L

dF
F F

dt
   

                                                                                        C.16 

Where  τs is a time constant that helps to prevent the discontinuities in the FL output. 

 For estimating the lift force controller parameters, we firstly simulate the lift force 

controller with a high constant FG to prevent the slip (Figure C.3) as a simplification 

and avoiding slip due to the grip force. This procedure also eliminates the precise 

involvement of grip force controller for the precision grip performance (Figure C.3). 

The lift force controller involves lifting a simple inertial load straight up from an 

initial position (Xo= 0 m) to a final position (Xo= 0.05m). Finally when both FG and 

FL controllers are inserted in the full system (Figure C.4) and the system may behave 

in a very different manner due to gradual FG buildup starting from zero. That is when 

a step input of magnitude FGref is given to the FG controller, the FG starts from 0, then 

approaches a peak value and stabilizes at a steady-state value (FGref - SGF).  
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Figure C.3: Block diagram showing the control loop used for FL controller design. The grip 

force in the full system of Figure C.2 is set to a constant value of 10N. ). 

Published in (Gupta et al., 2013). 

 The policy that is described by the eqn. (4.3), parameters are trained by using 

genetic algorithm that optimizes the parameters AG/E/N (gains of the Go/Explore/NoGo 

terms)  λG/N (sensitivity of Go/ NoGo terms) and σE (sensitivity of Explore term). 

Determination of the GEN parameters is done by optimizing a cost function CEGEN 

given as. 

2 2
exp exp2( ) ( )simGEN simCE SGF SGF     

             C.17 

 The simulation values are compared to the corresponding experimental values for 

each cases in the Fellows et al. (1998), Ingvarsson et al. (1997) silk and the sandpaper 

study.  

 The FL controller parameters is then optimized for cost function (CE) using 

Genetic Algorithm (GA) (refer Figure C.4 for block diagram) keeping FG constant at 

10 N (Goldberg, 1989b; Whitley, 1994). 
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Figure C.4: Block diagram showing the training mechanism of the FL controller. ). Published in 

(Gupta et al., 2013). 

 In the study, the PID parameter values obtained using GA were KP,L= 6.938, 

KI,L=14.484, KD,L=1.387  τs =0.087, and FGref was fixed at 6 N to determine the same. 

D.5 Training RBF: 

Computing U(FGref(t)) requires the magnitudes of V(FGref(t)) and h(FGref(t)). To this 

end we use data-modeling capabilities of neural networks to calculate V(FGref) and 

h(FGref). 

 A Radial basis function neural network (RBFNN) containing 60 neurons with the 

centroids distributed over a range [0.1 12] in steps of 0.2, and a standard deviation 

(σRBF) of 0.7 is constructed to approximate V(FGref) and h(FGref). For a given FGref(t), a 

feature vector (ϕ) is represented using RBFNN (eqn. (C.18)).  

2 2( ( )) exp( ( ( ) ) / )m Gref Gref m mF t F t    
                                                          C.18 

Here, for the m
th

 basis function  μm denotes the center and σm denotes the spread.  

 Using the ϕ that is obtained from eqn. (C.18). The RBFNN weights for 

determining value, wV, are updated using eqn. (C.19). The value is the mean of all the 
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VCE's obtained for   Gref – a noisy version of FGref (Refer to Section 4.3.2 for more 

details). 

G(F ) (F )V V CE ref Grefw V   
                                                                           C.19 

Where ηV is the learning rate maintained to be 0.1, and the change in VCE is given as in 

eqn. (C.20).  

G
ˆ(F ) (F )

G(F ) Gref refCE CE

CE refV e e
 

  
                                                                        C.20 

 The risk function (h) is then the variance in the ΔVCE as per eqn. (C.20). Risk is the 

variance seen in all the VCE s obtained on   Gref. 

2

Gref G Gref(F ) (F ) (F )CE refV h   
                                                       C.21 

The weights for risk function wh, is updated eqn. (C.22). 

Gref Gref(F ) (F )h hw    
                                                                                    C.22 

Here, ηh is the learning rate for risk function = 0.1 and ξ is the risk prediction error 

(eqn. (C.21)).  From the trained RBFNN, V(FGref) and h(FGref) are calculated using 

eqn. (C.23) and eqn. (C.24) respectively.  

 ( t ) ( ( ))Gref V GrefV F w F t
                                           C.23 

 ( t ) ( ( ))Gref h Grefh F w F t
                                                               C.24 
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E Annexure D 

ANNEXURE D 

 

Time scale of reward prediction and 5HT:

 

Figure D.1: The simulated value (Q) and the risk (h) functions across the state space 

for different values of γ.  The letter 'w' denotes the white panel and 'y' 

denotes the yellow panel for (a) γ = 0.1; (b) γ = 0.4; (c) γ = 0.8. The 

simulated utility (U) values of α = [-1, 0 ,1] for (d) γ = 0.4; (e) γ =  0.8; 

Published in   (Balasubramani et al., 2014). 
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Annexure E 

ANNEXURE E 

 

 

Figure E.1: The mean number of errors in non-switch trials as a function of '' and 

outcome trial type along with the condition;  ' = 0.5' (balanced)and ' = 

0.3' (Tryptophan depletion). Error bars represent standard errors of the 

difference as a function of  with N= 100.  The Figure shows the result of 

simulating the experiment by Cools et al. (2008) with an altered model 

having no sign(Qt) term in the utility function of  eqn. (5.7). There was no 

difference seen in the mean number of errors both as a function of trial 

type and condition, on varying the values of α.  Published in 

(Balasubramani et al., 2014). 

 

  



143 
 

F Annexure F 

ANNEXURE F 

 

This material deals with the analysis of different subsets of the group containing αD1, 

αD2, αD1D2. Since the final decision only depends on the relative magnitudes of the 

three terms defined above in eqns. (6.16-6.17)  the α parameters are varied at the most 

two at a time. Thus the different cases that can be analyzed from this material are 

summarized in the following table. Here  ‘*’ indicates that corresponding coefficient 

is varied  while ‘1’ indicates that it is fixed at  1. 

Table F.1: Listing of the case studies for analyzing the behavioral effects of 

parameters αD1, αD2, αD1D2.. Adapted from (Balasubramani et al., 2015b). 

 αD1 αD2 
αD1D2 

Case 1 

 
* 1 1 

Case 2 

 
1 * 1 

Case 3 

 
1 1 * 

Case 4 

 
* * 1 

Case 5 

 
1 * * 

Case 6 

 
* * * 

The results depict the ability of each of the cases to capture the functions of 5HT in 

risk and reward-punishment sensitivity. 

The experiments analyzed are that reported in the manuscript: Long et al. (2009),  

Cools et al. (2008), and Bodi et al. (2009). The color bar defines the normalized error 
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in meeting the mean experimental value by the mean simulation value for each of the 

below explained experiment. 

I. Long et al. (2009) 
 

Representing normalised Error = ((expt-sims)/expt)^2 summated for the mean 

probability of choosing the safe choices in the Overall [all] , UEV and the EEV cases 

Error = ((exptall-simsall)/exptall)^2 + ((exptUEV-simsUEV)/exptUEV)^2 + ((exptEEV-

simsEEV)/exptEEV)^2 

Table F.2: The Expt values are given in the following table. Adapted from 

(Balasubramani et al., 2015b). 

 
RTD BAL 

All 0.432 0.533538 

UEV 0.611111 0.733333 

EEV 0.287037 0.353704 
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Figure F.1: Rapid tryptophan depletion condition. Adapted from (Balasubramani et 

al., 2015b). The first row represents cases 1-3 in which the appropriate 

parameter (noted in the legend for that data plot) is varied, and the others 

in set (αD1  αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 

and 5 where αD1D2 and αD2 are fixed to 1 respectively, and the other two 
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parameters vary across axes. The later rows present the more general case 

6 as a function of (αD2  αD1D2)  for a given αD1. 
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Figure F.2: Tryptophan balance condition. Adapted from (Balasubramani et al., 

2015b). The first row represents cases 1-3 in which the appropriate 
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parameter (noted in the legend for that data plot) is varied, and the others 

in set (αD1  αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 

and 5 where αD1D2 and αD2 are fixed to 1 respectively, and the other two 

parameters vary across axes. The later rows present the more general case 

6 as a function of (αD2, αD1D2)  for a given αD1. 

II. Cools et al. (2008)  
 

Representing normalised Error = ((expt-sims)/expt)^2 summated for the mean error (= 

sqrt(error counts)) as the function of valences (reward prediction [rp], punishment 

prediction [pp]) and conditions (unexpected reward [ur], unexpected punishment 

[up]). 

Error = ((exptrp-simsrp)/exptrp)^2 + ((exptpp-simspp)/exptpp)^2 + ((exptur-simsur) 

/ exptur)^2 + ((exptup-simsup)/exptup)^2 

 

Table F.3: The desired values are given in the following table. Adapted from 

(Balasubramani et al., 2015b). 

 RTD BAL 

rp 11.71782 10.00218 

pp 10.04999 16.24009 

ur 10.91652 13.77223 

up 11.02578 13.98352 
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Figure F.3: Rapid tryptophan depletion condition. Adapted from (Balasubramani et 

al., 2015b). The first row represents cases 1-3 in which the appropriate 

parameter (noted in the legend for that data plot) is varied, and the others 



155 
 

in set (αD1  αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 

and 5 where αD1D2 and αD2 are fixed to 1 respectively, and the other two 

parameters vary across axes. The later rows present the more general case 

6 as a function of (αD2  αD1D2)  for a given αD1.  
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Figure F.4: Tryptophan balance condition. Adapted from (Balasubramani et al., 

2015b). The first row represents cases 1-3 in which the appropriate 

parameter (noted in the legend for that data plot) is varied, with the others 

in set (αD1  αD2  αD1D2) are fixed to 1. The subsequent rows present cases 4 

and 5 where αD1D2 and αD2 are fixed to 1, respectively, and the other two 
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parameters varying across axes. The later rows present the more general 

case 6 as a function of (αD2  αD1D2)  for a given αD1. 

III. Bodi et al. (2009) 
 

Representing normalised Error = ((expt-sims)/expt)^2 summated for the % mean  

reward [rew] and the % mean punishment [pun] optimality. 

 

Error = ((exptrew-simsrew)/exptrew)^2 + ((exptpun-simspun)/exptpun)^2 

Table F.4: The Expt values are given in the following table. Adapted from 

(Balasubramani et al., 2015b). 

 HC PD-ON PD-OFF 

rew 70.3568 74.0769 56.3363 

pun 67.3066 58.0706 74.4182 
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Figure F.5: Healthy controls condition. Adapted from (Balasubramani et al., 2015b). 

The first row represents cases 1-3 in which the appropriate parameter 
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(noted in the legend for that data plot) is varied  and the others in set (αD1, 

αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure F.6: PD-ON condition. Adapted from (Balasubramani et al., 2015b). The first 

row represents cases 1-3 in which the appropriate parameter (noted in the 

legend for that data plot) is varied  and the others in set (αD1  αD2  αD1D2) 

are fixed to 1. The subsequent rows show cases 4 and 5 where αD1D2 and 

αD2 are fixed to 1 respectively, and the other two parameters vary across 

axes. The later rows present the more general case 6 as a function of (αD2, 

αD1D2)  for a given αD1. 
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Figure F.7: PD-OFF condition. Adapted from (Balasubramani et al., 2015b). The first 

row represents cases 1-3 in which the appropriate parameter (noted in the 

legend for that data plot) is varied  and the others in set (αD1  αD2  αD1D2) 

are fixed to 1. The subsequent rows show cases 4 and 5 where αD1D2 and 

αD2 are fixed to 1 respectively, and the other two parameters vary across 

axes. The later rows present the more general case 6 as a function of (αD2, 

αD1D2)  for a given αD1. 

 

 

  



167 
 

G Annexure G 

ANNEXURE G 

 

Figure G.1: (a) Analysis of the effect of 5HT (αD1D2) on PD patients' sensitivity profile 

in comparison to that of controls (b) Analysis of the effect of  5HT 

(αD1D2) on PD patients' sensitivity profile in comparison to that of 

controls, with no sign() term in the eqn. (6.17). Adapted from 

(Balasubramani et al., 2015b). 
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H Annexure H 

ANNEXURE H 

 

This material deals with the analysis of different subsets of the group containing αD1, 

αD2, αD1D2. Since the final decision only depends on the relative magnitudes of the 

three terms defined above in eqns. (6.16-6.17), the α parameters are varied at the most 

two at a time. Thus the different cases that can be analyzed from this material are 

summarized in the following table. Here  ‘*’ indicates that corresponding coefficient 

is varied  while ‘1’ indicates that it is fixed at  1. 

Table H.1: Listing of the case studies for analyzing the behavioral effects of 

parameters αD1, αD2, αD1D2.. Adapted from (Balasubramani et al., 2015a). 

 αD1 αD2 
αD1D2 

Case 1 

 
* 1 1 

Case 2 

 
1 * 1 

Case 3 

 
1 1 * 

Case 4 

 
* * 1 

Case 5 

 
1 * * 

Case 6 

 
* * * 

 

The results (in this supporting file for the Healthy controls, PD-ON ICD, PD-ON non-

ICD, PD-OFF cases) depict the ability of each of the cases to explain the experiment 

reported in Section 6.3.4. The following figures for healthy controls, PD-ON ICD, 

PD-ON non-ICD, PD-OFF analyze the error as a function of [αD1, αD2, αD1D2].   
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To investigate if the model can predict the correct solutions for the reaction times of 

different subject types, given the selection accuracy alone, we performed the 

following steps.  

Step 1: First, we identified parameter sets that are optimal for the cost function based 

on reward punishment action selection optimality only.  

Step 2: We then selected solutions from Step 1 that can also explain the desired RT 

measures. The resulting parameter set is then taken as the optimal solution to the 

problem for a specific group. 

STEP 1: 

Representing normalised Error = ((expt-sims)/expt)
2
 summated for the % mean  

reward [rew] and % mean punishment [pun] optimality,  

Error = ((exptrew-simsrew)/exptrew)^2 + ((exptpun-simspun)/exptpun)^2  

Table H.2:  The Expt values used for the analysis. Adapted from (Balasubramani et 

al., 2015a). 

 
Healthy controls PD-ON ICD PD-ON nonICD PD-OFF 

rew 63.25 78.28 61.16 43 

pun 68.31 58.82 62.66 71.3 
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Figure H.1: Healthy controls condition. Adapted from (Balasubramani et al., 2015a). 

The first row represents cases 1-3 in which the appropriate parameter 

(noted in the legend for that data plot) is varied  and the others in set (αD1, 
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αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.2: PD-ON ICD condition. Adapted from (Balasubramani et al., 2015a). The 

first row represents cases 1-3 in which the appropriate parameter (noted in 

the legend for that data plot) is varied  and the others in set (αD1  αD2, 

αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.3: PD-ON non-ICD condition. Adapted from (Balasubramani et al., 2015a). 

The first row represents cases 1-3 in which the appropriate parameter 

(noted in the legend for that data plot) is varied  and the others in set (αD1, 

αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.4: PD-OFF condition. Adapted from (Balasubramani et al., 2015a). The first 

row represents cases 1-3 in which the appropriate parameter (noted in the 

legend for that data plot) is varied  and the others in set (αD1  αD2  αD1D2) 

are fixed to 1. The subsequent rows show cases 4 and 5 where αD1D2 and 

αD2 are fixed to 1 respectively, and the other two parameters vary across 

axes. The later rows present the more general case 6 as a function of (αD2, 

αD1D2)  for a given αD1. 

STEP 2: 

Representing normalised Error = ((expt-sims)/expt)
2
 summated for the % mean  

reward [rew], % mean punishment [pun] optimality, and mean reaction time [RT]. 

Error = ((exptrew-simsrew)/exptrew)^2 + ((exptpun-simspun)/exptpun)^2 + ((exptRT-

simsRT)/exptRT)^2 
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Table H.3:  The Expt values used for the analysis. Adapted from (Balasubramani et 

al., 2015a). 

 
Healthy controls PD-ON ICD PD-ON nonICD PD-OFF 

RT 76.78 90.19 131.11 62.81 

rew 63.25 78.28 61.16 43 

pun 68.31 58.82 62.66 71.3 
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Figure H.5: Healthy controls condition. Adapted from (Balasubramani et al., 2015a). 

The first row represents cases 1-3 in which the appropriate parameter 

(noted in the legend for that data plot) is varied  and the others in set (αD1, 

αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.6: PD-ON ICD condition. Adapted from (Balasubramani et al., 2015a). The 

first row represents cases 1-3 in which the appropriate parameter (noted in 

the legend for that data plot) is varied  and the others in set (αD1  αD2, 

αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.7: PD-ON non-ICD condition. Adapted from (Balasubramani et al., 2015a). 

The first row represents cases 1-3 in which the appropriate parameter 

(noted in the legend for that data plot) is varied  and the others in set (αD1, 

αD2  αD1D2) are fixed to 1. The subsequent rows show cases 4 and 5 where 

αD1D2 and αD2 are fixed to 1 respectively, and the other two parameters 

vary across axes. The later rows present the more general case 6 as a 

function of (αD2  αD1D2)  for a given αD1. 
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Figure H.8: PD-OFF condition. Adapted from (Balasubramani et al., 2015a). The first 

row represents cases 1-3 in which the appropriate parameter (noted in the 

legend for that data plot) is varied  and the others in set (αD1  αD2  αD1D2) 

are fixed to 1. The subsequent rows show cases 4 and 5 where αD1D2 and 

αD2 are fixed to 1 respectively, and the other two parameters vary across 

axes. The later rows present the more general case 6 as a function of (αD2, 

αD1D2)  for a given αD1. 
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I Annexure I 

ANNEXURE I 

 

Figure I.1: Sensitivity analysis of the parameters controlling DA (δLim  δMed). The 

ranges adopted for the analysis are δLim= [0:0.1]; δMed= [0:0.1], and they 

are normalized to be depicted in the same [0 1] x-axes scale limit; Each 

subplot in the above figure depicts the sensitivity of the parameter 

focused in the 'title' by varying it over the mentioned range. The other 

three parameters are fixed to be at an operating point corresponding to 

the subject type (healthy controls, ICD, non-ICD, OFF) as mentioned in 

the Table 6.9. The normalized error measure is calculated as the 

summation of ((expt-sims)/expt)^2 for  measures: figure (a)- percentage 
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reward optimality and percentage punishment optimality, and figure (b)- 

average reaction times in msec (RT), for a given subject-type. The 

results show the importance of modulating all the parameters (DA (δLim, 

δMed) and that of 5HT) to match the accuracy and the reaction time of the 

model to the experimental results. Adapted from (Balasubramani et al., 

2015a). 
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ANNEXURE J 

 

Figure J.1: The bees begin with a bias and a percentage well-above chance. The 

experimental results were matched more closely on adding a bias of 0.5 to 

the initial value function 'Q' associated with the blue flowers. 
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