
CHAPTER 1 

 

               INTRODUCTION 

I 

In a common law system, which is currently prevailing in countries like India, 

England, and USA, decisions made by judges are important sources of application and 

interpretation of law. The increasing availability of legal judgments in digital form 

creates opportunities and challenges for both the legal community and for information 

technology researchers. While digitized documents facilitate easy access to a large 

number of documents, finding all documents that are relevant to the task at hand and 

comprehending a vast number of them are non-trivial tasks. In this thesis, we address 

the issues of legal judgment retrieval and of aiding in rapid comprehension of the 

retrieved documents.  

To facilitate retrieval of judgments relevant to the cases a legal user is 

currently involved in, we have developed a legal knowledge base. The knowledge 

base is used to enhance the question given by the user in order to retrieve more 

relevant judgments. The usual practice of the legal community is that of reading the 

summaries (headnotes) instead of reading the entire judgments. A headnote is a brief 

summary of a particular point of law that is added to the text of a court decision, to 

aid readers in interpreting the highlights of an opinion. As the term implies, it appears 

at the beginning of the published document. Generating a headnote from a given 

judgment is a tedious task. Only experienced lawyers and judges are involved in this 

task, and it requires several man-days. Even they face difficulty in selecting the 

important sentences from the judgment due to its length and the variations in the 

judgment. In this thesis, a system has been proposed and tested for creating headnotes 
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automatically for the relevant legal judgments retrieved for a user query.  The major 

difficulty of interpreting headnotes generated by legal experts is that they are not 

structured, and hence do not convey the relative relevance of the various components 

of a document. Therefore, our system generates a more structured “user-friendly” 

headnote which will aid in better comprehension of the judgment. 

In this introductory section, we motivate the choice of text summarization in a 

legal domain as the thesis topic. The discussion also covers the scope and objectives 

of the study and an overview of the work. 

1.1    Motivation 

Headnotes are essentially the summaries of the most-important portions of a legal 

judgment. Generating headnotes for legal reports is a key skill for lawyers. It is a 

tedious and laborious process due to the availability of a large number of legal 

judgments in electronic format. There is a rising need for effective information 

retrieval tools to assist in organizing, processing, and retrieving the legal information 

and presenting them in a suitable user-friendly format. For many of these larger 

information management goals, automatic text summarization is an important step. It 

addresses the problem of selecting the most important portions of the text.  Moreover, 

a goal of information retrieval is to make available relevant case histories to the 

skilled users for quicker decision making. Considering these issues, we have come up 

with a research design as given in Figure 1.1 depicting the overall goal of our legal 

information retrieval system. Our aim is to bring out an end-to-end legal information 

retrieval system which can give a solution to legal users for their day to day activities. 

There are four different stages of work that have been undertaken to achieve our goal. 
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1. Automatic rhetorical role identification in order to understand the structure of 

a legal judgment. 

2. Build a legal knowledge base for the purpose of enhancement of queries 

given by user. 

3. Apply a probabilistic model for the extraction of sentences to generate a final 

summary. 

4. Modify the final summary to a more concise and readable format. 

 

The need of the stages (1-4) for retrieval and comprehension of legal judgments for 

headnote generation is briefly explained here. In recent years, much attention has been 

focused on the problem of understanding the structure and textual units in legal 

judgments. We pose this problem as one of performing automatic segmentation of a 

document to understand the rhetorical roles. Rhetorical roles are used to represent the 

collection of sentences under common titles. Graphical models have been employed 

in this work for text segmentation to identify the rhetorical roles present in the 

document. Seven rhetorical roles, namely, identifying the case, establishing the facts 

of the case, arguing the case, history of the case, arguments, ratio decidendi and final 

decision have been identified for this process. The documents considered for study in 

this thesis are from three different sub-domains viz. rent control, income tax and sales 

tax related to civil court judgments. 

One of the most challenging problems is to incorporate domain knowledge in 

order to retrieve more relevant information from a collection based on a query given 

by the user. The creation of an explicit representation of terms and their relations 

(defined as ontology) can be used for the purpose of expanding the user requests and 

retrieving the relevant documents from a corpus. Ontologies ensure an efficient 
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retrieval of legal resources by enabling inferences based on domain knowledge 

gathered during the construction of knowledge base. The documents which are 

retrieved in the ontology query enhancement phase will be summarized in the end for 

presenting a summary to the user.  

Many document summarization methods are based on conventional term 

weighting approach for picking the valid sentences. In this approach, a set of 

frequencies and term weights based on the number of occurrences of the words is 

calculated. Summarization methods based on semantic analysis also use term weights 

for final sentence selection. The term weights generally used are not directly derived 

based on any mathematical model of term distribution or relevancy [1]. In our 

approach, we use a term distribution model to mathematically characterize the 

relevance of terms in a document. This model is then used to extract important 

sentences from the documents.  

Another major issue to be handled in our study is to generate a “user-friendly” 

summary at the end. The rhetorical roles identified in the earlier phase have been used 

to improve the final summary. The extraction-based summarization results have been 

significantly improved by modifying the ranking of sentences in accordance with the 

importance of specific rhetorical roles. Hence, the aim of this work is to design a text-

mining tool for automatic extraction of key sentences from the documents retrieved 

during ontology driven query enhancement phase, by applying standard mathematical 

models for the identification of term patterns. By using rhetorical roles identified in 

the text segmentation phase, the extracted sentences are presented in the form of a 

coherent structured summary. The research design used in this study is depicted in 

Figure 1.1 
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Figure 1.1   Schematic overview of the research design. The number depicted at the 

relationships in the scheme refer to the chapter in which the relationship is described. 

1.2   Text Data Mining 

Data Mining is essentially concerned with information extraction from structured 

databases. Text data mining is the process of extracting knowledge from the 

unstructured text data found in articles, technical reports, etc. Data mining [2] or 

knowledge discovery in textual databases [3], is defined by Fayyad, Piatetsky-Shapiro 

and Smyth (1996) as  

“The non-trivial process of identifying valid, novel, potentially useful 

and ultimately understandable patterns in data”.  

Since the most natural form of storing information is text, text data mining can be said 

to have a higher commercial potential than those of other types of data mining. It may 

be seen that most part of the web is populated by text-related data.  Specialized 

techniques operating on textual data become necessary to extract information from 

such kinds of collections of texts. These techniques come under the name of text 

mining.  Text mining, however, is a much more complex task than data mining as it 

deals with text data that are inherently not so well structured. Moreover, text mining is 

a multidisciplinary field, involving different aspects of information retrieval, text 
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analysis, information extraction, clustering, categorization, visualization, database 

technology, and machine learning. In order to discover and use the implicit structure 

(e.g., grammatical structure) of the texts, some specific Natural Language Processing 

(NLP) techniques are used. One of the goals of the research reported in this thesis is 

on designing a text-mining tool for text summarization that selects a set of key 

sentences by identifying the term patterns from the legal document collection.  

1.3 Machine Learning 

Machine learning addresses the question of how to build computer programs that 

improve their performance at some task through experience. It draws ideas from a 

diverse set of disciplines, including artificial intelligence, probability and statistics, 

computational complexity, information theory, psychology, neurobiology, control 

theory, and philosophy. Machine learning algorithms have proven to be of great 

practical value in a variety of application domains [4]. They are now-a-days useful in:  

� Text mining problems where large text data may contain valuable implicit 

regularities that can be discovered automatically; 

� Domains where the programs must dynamically adapt to changing conditions; 

� Searching a very large space of possible hypothesis to determine the one that best- 

fit’s the observed data and any prior knowledge provided by the experts in that 

area; 

� Formulating general hypotheses by finding empirical regularities over the training 

examples; 

� Providing a highly expressive representation of any specific domain.  
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In this thesis, application of machine learning algorithms to explore the 

structure of legal documents has been discussed in the context of identification of the 

presence of rhetorical roles, which in turn are shown to be helpful in the generation 

of a concise and cohesive summary. 

1.4  Evolution of Legal Information Retrieval 

The existence of huge legal text collections has evoked an interest in legal 

information retrieval research [5]. The issue is how to deal with the difficult Artificial 

Intelligence (AI) problem of making sense of the mass of legal information. In the late 

eighties and early nineties, research on logic-based knowledge systems - so-called 

expert systems - prevailed. Legal information retrieval was regarded as an outdated 

research topic in comparison with the highly sophisticated topics of artificial 

intelligence and law. Unfortunately, lack of practical success in the aim of replacing 

lawyers left the community with a lack of orientation. Now, things are seen 

differently and to some extent, legal information retrieval has returned to the centre of 

research in legal informatics. New retrieval techniques come from three different 

areas: integration of AI and IR, improvement of commercial applications, and large 

scale applications of IR on the legal corpus.  

           The impact of improved access to legal materials by contemporary legal 

information systems is weakened by the exponential information growth. Currently, 

information retrieval systems constitute little more than electronic text collections 

with (federated) storage, standard retrieval and nice user interfaces. Improvements in 

these aspects have to be left to the IR community. This brings the realm of legal 

information retrieval back into the core of research in legal informatics. 
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      1.5   Ontology as a Query Enhancement Scheme 

One of the most challenging problems in information retrieval is to retrieve relevant 

documents based on a query given by the user. Studies have shown, however, that 

users appreciate receiving more information than only the exact match to a query [6]. 

Depending on the word(s) given in the user’s query, and with an option to choose 

more relevant terms which narrow the request, retrieval will be more efficient. An 

ontology enables the addition of such terms to the knowledge base along with all the 

relevant features. This will speed up the process of retrieving relevant judgments 

based on the user’s query.  

An ontology is defined as an explicit conceptualization of terms and their 

relationship to a domain [7].  It is now widely recognized that constructing a domain 

model or ontology is an important step in the development of knowledge based 

systems [8]. A novel framework has been identified in this study to develop a legal 

knowledge base. The components of the framework covers the total determination of 

rights and remedies under a recognized law (acts) with reference to status (persons 

and things) and process (events) having regard to the facts of the case. In this work, 

we describe the construction of a legal ontology which includes all the above 

components that is useful in designing a legal knowledge base to answer queries 

related to legal cases [9]. The purpose of the knowledge base is to help in 

understanding the terms in a user query by way of establishing a connection to legal 

concepts and exploring all possible related terms and relationships. Ontologies ensure 

an efficient retrieval of legal resources by enabling inferences based on domain 

knowledge gathered during the training stage. Providing the legal users with relevant 

documents based on querying the ontological terms instead of only on simple 
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keyword search has several advantages. Moreover the user does not have to deal with 

document-specific representations related to the different levels of abstraction 

provided by the newly constructed ontology. The availability of multiple supports to 

ontological terms, like equal-meaning words, related words and type of relations 

identify the relevant judgments in a more robust way than traditional methods. In 

addition to these features, a user friendly interface has been designed which can help 

the users to choose the multiple options to query the knowledge base. The focus of our 

research is on developing a new structural framework to create a legal ontology for 

the purpose of expanding user requests and retrieving more relevant documents in the 

corpora. 

1.6 Text Summarization – A new tool for Legal Information Retrieval 

As the amount of on-line information increases, systems that can automatically 

summarize one or more documents become increasingly desirable. Recent research 

has investigated different types of summaries, methods to create them, and also the 

methods to evaluate them. Automatic summarization of legal documents is a complex 

problem, but it is of immense need to the legal fraternity. Manual summarization can 

be considered as a form of information selection using an unconstrained vocabulary 

with no artificial linguistic limitations. Generating a headnote (summary) from the 

legal document is the most needed task, and it is of immediate benefit to the legal 

community.  The main goal of a summary is to present the main ideas in a document 

concisely. Identifying the informative segments while ignoring the irrelevant parts is 

the core challenge in legal text summarization.  The document summarization 

methods fall into two broad approaches: extract-based and abstract-based. An extract-
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summary consists of sentences extracted from the document, whereas an abstract-

summary may employ words and phrases that do not appear in the original document 

[10]. In this thesis, an extraction-based summarization has been performed on 

retrieved judgments based on the user query that have bearing to their present cases. It 

produces the gist of the judgments specific to their requirements. Thus, the user need 

not spend too much time by reading the entire set of judgments.  The present work 

describes a system for automatic summarization of multiple legal judgments. Instead 

of generating abstracts, which is a hard NLP task of questionable effectiveness, the 

system tries to identify the most important sentences of the original text, thus 

producing an extract. 

1.7   Objectives and Scope 

The main aim of our study is to build a state-of-the-art system for automatic retrieval 

and summarization of legal judgments. The present investigation deals with the issues 

which have not been examined previously. Thus, the objectives of the present work 

from a technical perspective are to: 

1. Apply graphical models for text segmentation by the way of structuring a 

given legal judgment under seven different rhetorical roles (labels).  

2. Investigate whether extracted labels can improve document summarization 

process. 

3. Propose a novel structural framework for the construction of ontology that 

supports the representation of legal judgments 

4. Enhance the query terms mentioned in the user query to minimize the 

irrelevant responses. 

5. Create a well-annotated corpus of legal judgments in three specific sub-

domains. 
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6. Employ suitable probabilistic models to determine the presence of information 

units. 

7. Generate automatic summaries of complex legal texts.  

8. Create a generic structure for the summary of legal judgments belonging to 

different sub-domains.  

9. Build an end-to-end legal judgment summarizer. 

1.8   Overview of the Work 

Earlier studies have shown improvement on text segmentation task by the application 

of graphical models like Hidden Markov Model and Maximum Entropy. These 

models have limitations and constraints. Hence, the search for a better method in the 

text segmentation task is always on. Especially in the legal domain, due to its 

complexity, we need a better method to understand the structure and perform useful 

segmentation of legal judgments. Conditional Random Fields (CRFs) model is one of 

the recently emerging graphical models which has been used for text segmentation 

problem and proved to be one of the best available frameworks compared to other 

existing models.  Hence we have employed CRFs model for the segmentation of legal 

judgments. The results show much improvement compared to the standard text 

segmentation algorithms like SLIPPER and a simple rule-based method. The next step 

in our work is to help the legal community to retrieve relevant set of documents 

related to a particular case. For this, we have developed a new legal knowledge base 

with the help of a novel framework designed for this study. A legal ontology has been 

generated which can be used for the enhancement of user queries. In the final stage, 

we have used a term distribution model approach to extract the important sentences 

from the retrieved collection of documents based on the user query. We have used the 
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identified rhetorical roles for reordering sentences in the final summary to generate a 

user-friendly summary. The overall system architecture is shown in Figure 1.2. 

 

      Figure 1.2   Overall system architecture of a Legal Information Retrieval System 

  

  The different stages of the proposed model were evaluated on a specific data 

collection spanning three legal sub-domains. The performances of our system and 

other automatic tools available in the public domain were compared with the outputs 

generated by a set of human subjects.  It is found that, at different stages, our system-

generated output is close to the outputs generated by human subjects, and it is better 

than the other tools considered in the study. Thus, the present work comprises 

different aspects of finding relevant information in the document space for helping the 

legal communities in their information needs.  
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1.9    Organization of the Thesis 

Chapter 2 deals with a review of document summarization which includes the 

discussion of various types of summarization methods. The statistical approach to 

document summarization consists of the use of the TF-IDF method and other ad-hoc 

schemes, whereas, the NLP approach deals with semantic analysis, information fusion 

and lexical chains. It also discusses text segmentation methodologies, legal document 

structure identification methods, different ontology-based techniques and possible 

evaluation methodologies. 

In Chapter 3, we discuss the use of graphical models as text segmentation 

tools in our approach for processing the documents and identifying the presence of 

rhetorical roles in legal judgments. The discussion also includes the availability of 

various rule learning algorithms used for text segmentation and our rule-based and 

CRF-based methods. Finally, our approach to text segmentation is evaluated with 

human annotated documents and compared with other tools. The chapter ends with a 

presentation of a sample annotated judgment with the help of labels identified in the 

text segmentation stage. 

In Chapter 4, we discuss the need of a ontology, a new framework for the 

creation of ontology, and how an ontology is used as a query enhancement scheme. 

The results of ontology-based information retrieval processing are compared with a 

publicly available tool for query search and retrieval. 

In Chapter 5, an overview of the term distribution models, the methodology 

adopted for term characterization and issues like the term burstiness, normalization of 

terms, etc., are discussed. The importance of using K-mixture model for the document 

summarization task is critically evaluated. The work presented here is a special case 
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of our earlier work on multi-document summarization [11]. 

 Chapter 6 discusses the performance measures of evaluation of an IR system 

and the results of tests performed to evaluate the proposed system. The probabilistic 

approach to document summarization method is compared with the other publicly 

available tools to document summarization. The performance of the auto-summarizers 

and that of the proposed system are compared with the human-generated summary at 

different ROUGE levels of summarization. Chapter 7 summarizes the work and 

concludes with suggestions for future work. 
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CHAPTER 2 

 

A SURVEY OF SUMMARIZATION AND 

RETRIEVAL IN A LEGAL DOMAIN 

 

More and more courts around the world are providing online access to judgments of 

cases, both past and present.  With this exponential growth of online access to legal 

judgments, it has become increasingly important to provide improved mechanisms to 

extract information quickly and present rudimentary structured knowledge instead of 

mere information to the legal community. Automatic text summarization attempts to 

address this problem by extracting information content, and presenting the most 

important content to the legal user. The other major problem we address is that of 

retrieval of judgments relevant to the cases a legal user is currently involved in. To 

facilitate this we need to construct a knowledge base in the form of a legal ontology. 

In this chapter, we present the methodologies related to single document 

summarization based on the method of extraction of key sentences from the 

documents as a general approach. This chapter also explains the importance of 

statistical approach to automatic extraction of sentences from the documents for text 

summarization. We also outline the different approaches to the summarization for a 

legal domain, and the use of legal ontology for knowledge representation of legal 

terms.  

2.1   Introduction to text summarization 

With the proliferation of online textual resources, an increasing need has arisen to 
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improve online access to data. This requirement has been partly addressed through the 

development of tools aimed at the automatic selection of portions of a document, 

which are best suited to provide a summary of the document, with reference to the 

user's interests. Text summarization has become one of the leading topics in 

informational retrieval research, and it was identified as one of the core tasks of 

computational linguistics and AI in the early 1970's. Thirty Five years later, though 

good progress has been made in developing robust, domain independent approaches 

for extracting the key sentences from a text and assembling them into a compact, 

coherent account of the source, summarization remains an extremely difficult and 

seemingly intractable problem. Despite the primitive state of our understanding of 

discourse, there is a common belief that a great deal can be gained for summarization 

from understanding the linguistic structure of the texts. 

Humans generate a summary of a text by understanding its deep semantic 

structure using vast domain/common knowledge. It is very difficult for computers to 

simulate these approaches. Hence, most of the automatic summarization programs 

analyze a text statistically and linguistically, to determine important sentences, and 

then generate a summary text from these important sentences. The main ideas of most 

documents can be described with as little as 20 percent of the original text [12]. 

Automatic summarization aims at producing a concise, condensed representation of 

the key information content in an information source for a particular user and task. In 

addition to developing better theoretical foundations and improved characterization of 

summarization problems, further work on proper evaluation methods and 

summarization resources, especially corpora, is of great interest. Research papers and 

results of investigation reported in literature over the past decade have been analyzed 
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with a view to crystallize the work of various authors and to discuss the current trends 

especially for a legal domain.  

2.2   Approaches to text summarization 

Generally, text summarization methods are classified broadly into two categories. One 

category is based on using statistical measure to derive a term-weighting formula. The 

other is based on using semantic analysis to identify lexical cohesion in the sentences. 

This approach is not capable of handling large corpora. Both the approaches finally 

extract the important sentences from the document collection. Our discussion will 

focus on the concept of automatic extraction of sentences from the corpus for text 

summarization task. More details of extraction-based methods are given in        

Section 2.4. 

The summarization task can also be categorized as either generic or query-

oriented. A query-oriented summary presents the information that is most relevant to 

the given queries, while a generic summary gives an overall sense of the document’s 

content [12]. In addition to single document summarization, which has been studied in 

this field for years, researchers have started to work on multi-document 

summarization whose goal is to generate a summary from multiple documents that 

cover similar information. Next, our discussion will focus on the importance of 

considering the basic factors that are needed for generating a single-document 

summary.  

Quality close to that of human-generated summaries is difficult to achieve in 

general, without natural language understanding. There is much variation in writing 

styles, document genres, lexical items, syntactic constructions, etc., to build a 
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summarizer that will work well in all cases. Generating an effective summary requires 

the summarizer to select, evaluate, order, and aggregate items of information 

according to their relevance to a particular subject or purpose. These tasks can be 

approximated by IR techniques that select text spans from the document.  

An ideal text summary includes the relevant information which the user is 

looking for and excludes extraneous and redundant information, while providing 

background matching with the user's profile. It must also be coherent and 

comprehensible which are the qualities that are difficult to achieve without deep 

linguistic analysis to handle issues such as co-reference, anaphora, etc. Fortunately, it 

is possible to exploit regularities and patterns such as lexical repetition and document 

structure, to generate reasonable summaries in most document genres without any 

linguistic processing.  

There are several dimensions to summarization [13]:  

• Construct: A natural language generated summary is created by the use of a 

semantic representation that reflects the structure and main points of the text, 

whereas an extract summary contains pieces of the original text.  

• Type: A generic summary gives an overall sense of the document's content, 

whereas a query-relevant summary presents the content that is most closely 

related to a query or a user model.  

• Purpose: An indicative summary gives the user an overview of the content of 

a document or document collection, whereas an informative summary’s 

purpose is to contain the most relevant information, which would allow the 
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user to extract key information. An informative summary's purpose would be 

to act as a replacement for the original text.  

• Number of summarized documents: A single document summary provides an 

overview of one document, whereas a multi-document summary provides this 

functionality for many.  

• Document length: The length of individual documents often will indicate the 

degree of redundancy that may be present. For example, newswire documents 

are usually intended to be summaries of an event and therefore contain 

minimal amounts of redundancy. However, legal documents are often written 

to present a point, expand on the point and reiterate it in the conclusion.  

• User task: Whether the user is browsing information or searching for specific 

information may impact on the types of summaries that need to be returned.  

• Genre: The information contained in the genres of documents can provide 

linguistic and structural information useful for summary creation. Different 

genres include news documents, opinion pieces, letters and memos, email, 

scientific documents, books, web pages, legal judgments and speech 

transcripts (including monologues and dialogues).  

2.3   Single Document Summarization 

Automatic summarizers typically identify the most important sentences from an input 

document. Major approaches for determining the salient sentences in the text are term 

weighting approach [14], symbolic techniques based on discourse structure [15], 
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semantic relations between words [16] and other specialized methods [17, 18].  While 

most of the summarization efforts have focused on single documents, a few initial 

projects have shown promise in the summarization of multiple documents. The 

concept of multi-document, multilingual and cross-language information retrieval 

tasks will not be discussed in this thesis.  

Edmundson's Abstract Generation System (1969) [19] was the trendsetter in 

automatic extraction. Almost all the subsequent researchers referred to his work, and 

used his heuristics. At that time, the only available work on automatic extracting 

system was Luhn's [20] system, which used only high frequency words to calculate 

the sentence weights. In addition to the relative frequency approach, Edmundson 

described and utilized cue phrases, titles and locational heuristics, and their 

combinations. The evaluation is based on the comparison of computer-generated 

extracts against human-generated target extracts.  For a sentence to be eligible for the 

target extract it was required to carry information about at least one of the following 

six types: subject matter, purpose, methods, conclusions or findings, generalizations 

or implications, and recommendations or suggestions. The final set of selected 

sentences must be coherent, and should not contain more than 20% of the original 

text.  

All these methods are tried singly as well as in combinations. From the above 

studies, we understand that the automatic extraction systems need more sophisticated 

representations than single words. The best combination is chosen on the basis of the 

greatest average percentage of sentences common in the automatic extracts and the 

target extracts.  
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In another study, Salton's passage retrieval system [21], SMART, does not 

produce straight abstracts, but tries to identify sets of sentences (even whole sections 

or paragraphs), which represents the subject content of a paper. In his report, there is a 

brief introduction to sentence extracting, and it is stated that retrieving passages is a 

right step towards better response to user queries. Tombros and Sanderson present an 

approach to query-based summaries in information retrieval [22] that helps to 

customize summaries in a way which reflect the information need expressed in a 

query. Before building a summarization system, one needs to establish the type of 

documents to be summarized, and the purpose for which the summaries are required. 

With the above factors in mind, Tombros and Sanderson collected the documents of 

the Wall Street Journal (WSJ) taken from the TREC (Text Retrieval Conference) 

collection [23]. In order to decide the aspects of the documents which provide utility 

to the generation of a summary, title, headings, leading paragraph, and their overall 

structural organization were studied. Moreover, it was a repetition of Edmundson's 

work of abstract generation system, but carried out specifically for text summarization 

system.  

Another method to summarization is based on semantic analysis of texts for 

sentence extraction. Linguistic processing and Lexical chains [16] are the two 

common approaches discussed in this regard.  Linguistic information can prove useful 

on the basis of looking for strings of words that form a syntactic structure. Extending 

the idea of high frequency words, one can assume that noun phrases form more 

meaningful concepts, thus getting closer to the idea of terms. This overcomes several 

problems of the first single-word method because it can utilize compound nouns and 

terms which consist of adjective + noun (e.g. computational linguistics), though there 
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is a possibility that one term can be implemented with more than one noun phrase. For 

example, information extraction and extraction of information refer to the same 

concept. But in the method of lexical chains [16], the importance of the sentence is 

calculated based on the importance of sequence of words that are in a lexical cohesion 

relation with each other, thus tending to indicate the topics in the document.  It is a 

technique to produce a summary of an original text without requiring its full semantic 

interpretation, but instead relying on a model of the topic progression in the text 

derived from lexical chains. The algorithm computes lexical chains in a text by 

merging several robust knowledge sources like the WordNet thesaurus, a 

part-of-speech tagger, and a shallow parser. The procedure for constructing lexical 

chains is based on the following three-step algorithm.  

• Select a set of candidate words.  

• For each candidate word, find an appropriate chain relying on a relatedness 

criterion among the members of the chains.  

• If it is found, insert the word in the chain and update it accordingly.  

 

Some of the other methods which are in the same purview are given below: 

 

Location method:  The leading paragraph of each document should be retrieved for the 

formation of the summary as it usually provides a wealth of information on the 

document’s content.  Brandow et al. [24] suggests that,  

 

"Improvements (to the auto-summaries) can be achieved by weighting 

the sentences appearing in the beginning of the documents most 

heavily”.  
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In order to quantify their contribution, an ordinal weight is assigned to the first two 

sentences of each document. 

 

Term occurrence information:  In addition to the evidence provided by the structural 

organization of the documents, the summarization system utilizes the number of term 

occurrences within each document to further assign weights to sentences. Instead of 

merely assigning a weight to each term according to its frequency within the 

document, the system locates clusters of significant words [20] within each sentence, 

and assigns a score to them accordingly. The scheme that is used for computing the 

significance factor for a sentence was originally proposed by Luhn [20]. It consists of 

defining the extent of a cluster of related words, and dividing the square of this 

number by the total number of words within this cluster. 

 

Query-biased summaries:  In the retrieved document list, if the users of IR systems 

could see the sentences in which their query words appeared, they could judge the 

relevance of documents better. Hence, a query score is calculated for each of the 

sentences of a document. The computation of that score is based on the distribution of 

query terms in each of the sentences.  This is based on the hypothesis that larger the 

number of query terms in a sentence more likely those sentences convey a significant 

amount of information expressed through that query. The actual measure of 

significance of a sentence in relation to a specific query is derived by dividing the 

square of the number of query terms included in that sentence by the total number of 

the terms of the specific query. For each sentence, the score is added to the overall 
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score obtained by the sentence extraction methods, and the result constitutes the 

sentence’s final score.   

 

Query-based summarization: Research on Question Answering (QA) is focused 

mainly on classifying the question type and finding the answer. Presenting the answer 

in a way that suits the user’s needs has received little attention [25].  A question 

answering system pinpoints an answer to a given question in a set of documents. A 

response is then generated for this answer, and presented to the user [26].  Studies 

have shown however that the users appreciate receiving more information than only 

the exact answer [6]. Consulting a question answering system is only part of a user’s 

attempt to fulfill the information need: it’s not the end point, but some steps along 

what has been called a ‘berry picking’ process, where each answer/result returned by 

the system may motivate a follow-up step [27]. The user may not only be interested in 

the answer to a question, but also in the related information. The ‘exact answer 

approach’ fails to show leads to related information that might also be of interest to 

the user. This is especially true in the legal domain. Lin et al. [28] show that when 

searching for information, increasing the amount of text returned to the users can 

significantly decrease the number of queries that they pose to the system, suggesting 

that users utilize related information from the supporting texts. 

In both the commercial and academic QA systems, the response to a question 

tends to be more than the exact answer, but the sophistication of their responses varies 

from system to system. Exact answer, answer plus context and extensive answer are 

the three degrees of sophistication in response generation [29]. So the best method is 

to produce extensive answers by extracting the sentences which are most salient with 
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respect to the question, from the document which contains the answer. This is very 

similar to creating an extractive summarization: in both cases, the goal is to extract 

the most salient sentences from a document. In question answering, what is relevant 

depends on the user’s question rather than on the intention of the writer of the 

document that happens to contain the answer. In other words, the output of the 

summarization process is adapted to suit the user’s declared information need (i.e. the 

question). This branch of summarization has been called query-based summarization 

[25]. 

Two other studies related to mathematical approach are discussed here to 

strengthen the motive of using the probabilistic models in our summarization task. 

  (1) Neto and Santos [30] proposed an algorithm for document clustering and 

text summarization.  This summarization algorithm is based on computing the value 

of the TF-ISF (term frequency-inverse sentence frequency) measure of each word, 

which is an adaptation of the conventional TF-IDF (term frequency – inverse 

document frequency) measure of information retrieval. Sentences with high values of 

TF-ISF are selected to produce a summary of the source text. However, the above 

method does not give importance to term characterization (i.e., how informative a 

word is). It also does not reveal the distribution patterns of the terms to assess the 

likelihood of a certain number of occurrences of a specific word in a document.   

(2) In the Kupiec's Trainable Document Summarizer [31], which is highly 

influenced by Edmundson [19], document extraction is viewed as a statistical 

classification problem, i.e. for every sentence, its score means the probability that it 

can be included in a summary. This algorithm for document summarization is based 

on a weighted combination of features as opposed to training the feature weights 
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using a text corpus.  In this method, the text corpus should be exhaustive to cover all 

the training features of the word occurrence.  

The application of machine learning to prepare the documents for 

summarization was pioneered by Kupiec, Pedersen and Chen [31], who developed a 

summarizer using a Bayesian classifier to combine features from corpus of scientific 

articles and their abstracts. Aone et al. [32] and Lin [28] experimented with other 

forms of machine learning algorithms and their effectiveness. Machine learning has 

also been applied to learning individual features; for example, Lin and Hovy [26] 

applied machine learning to the problem of determining how sentence position affects 

the selection of sentences, and Witbrock and Mittal [33] used statistical approach to 

choose important words and phrases and their syntactic context. Hidden Markov 

Models (HMMs) and pivoted QR decomposition were used [34] to reflect the fact that 

the probability of inclusion of a sentence in an extract depends on whether the 

previous sentence has been included as well. Shen et al. [35] proposed a Conditional 

Random Fields (CRFs) based approach for document summarization, where the 

summarization task is treated as a sequence labelling problem. In our study, we used 

machine learning technique for segmenting and understanding the structure of a legal 

document. More related studies in this regard are discussed in Chapter 3. 

Alternatively, a summarizer may reward passages that occupy important 

portions in the discourse structure of the text [36, 37]. This method requires the 

system to compute the discourse structure reliably, which is not possible in all genres 

[37]. Teufel and Moens [38] show how particular types of rhetorical relations in the 

genre of scientific journal articles can be reliably identified through the use of 

classification. MEAD [39] is an open-source summarization environment available 
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which allows researchers to experiment with different features and methods for the 

single and multi-document summarization.   

2.4 Approaches to automatic extraction of sentences 

Automatic summarizing via sentence extraction operates by locating the best content-

bearing sentences in a text. Extraction of sentences can be simple and fast. The 

drawback is that the resulting passage might not be comprehensible. It sacrifices the 

coherence of the source for speed and feasibility. Hence, we need to apply suitable 

methods to undertake this problem and present the summary in a more user-friendly 

manner.  

The assumption behind extraction is that there is a set of sentences, which 

present all the key ideas of the text, or at least a majority of these ideas. The goal is 

first to identify what really influences the significance of a sentence, what makes it 

important. The next step is to extract important sentences based on the syntactic, 

semantic and discourse analysis of the text. Systems built on a restricted domain show 

promising results.  

It is relevant to observe here that many readers usually underline, emphasize 

with a marker, or circle important sentences or phrases, to facilitate a quick review 

afterwards. Others may read only the first sentence of some paragraphs to get an idea 

of what the paper is about, or just look for key words/phrases (also called a scan or 

speed reading).  This leads one to believe that an extraction method does not require a 

deep understanding of the natural language text. 
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2.4.1   Extracts vs. Abstracts  

The various issues to consider in choosing between an extract-based approach and an 

abstract-based approach are as follows: 

• The sentences of an abstract are denser. They contain implications, 

generalizations and conclusions, which might not be "expressed" intact in the 

sentences of main text. 

• The language style of an abstract is generally different from the original text, 

especially in their syntax. Although an extract preserves the style of the writer, 

an abstract is dense, and is represented in a conventional style. 

• The extracted sentences might not be textually coherent and might not flow 

naturally. It is possible that there will be fragmentary sentences, which will not 

make sense in the context of the extract, in spite of being important ones. 

Furthermore, the extract will probably contain unresolved anaphora. 

• There is a chance of inconsistency and redundancy in an extract, because 

sentences with similar content will achieve high scores and will be extracted. 

2.4.2   Basic approaches in extraction-based summarization 

Typically, the techniques for automatic extraction can be classified into two basic 

approaches [40]. The first approach is based on a set of rules to select the important 

sentences, and the second approach is based on a statistical analysis to extract the 

sentences with higher weight. 
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Rule-based approach:  This method uses the facts that determine the importance of 

sentence as encoded rules. The sentences that satisfy these rules are the ones to be 

extracted. Examples of rules are: 

• Extract every sentence with a specified number of words from a list containing 

domain-oriented words. 

• Extract every first sentence in a paragraph.  

• Extract every sentence that has title word(s) and a cue phrase.  

 

The drawback in this approach is that the user must provide the system with 

the rules which are specifically tailored to the domain they have been written for. A 

change of domain may mean a major rewriting of the rules. 

 

Statistical approach:  In contrast to the manual rules, the statistical approach 

basically tries to automatically learn the rules, that predict a summary-worthy 

sentence. Statistics-based systems are empirical, re-trainable systems, which minimize 

human effort. Their goal is to identify the units in a sentence which influence its 

importance, and to learn the dependency between the occurrence of units and the 

significance of a sentence. In this framework, each sentence is assigned a score that 

represents the degree of appropriateness for inclusion in a summary. 

Statistical techniques for automatic extraction are very similar to the ones used 

for information retrieval. In the latter, each document is viewed as a collection of 

indices (usually words or phrases) and every index has a weight, which corresponds to 

the number of its appearances in the document. The document is then represented by a 

vector with index weights as elements. In this method, extraction of each document is 
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treated as a collection of weighted sentences, and the highest scoring one is the final 

extract. 

 

2.4.3   Factors to be considered in a system for automatic extraction 

 

The following are the factors to be considered in the process of automatic extraction 

of sentences from a document collection [41]. 

 

Length of an extract: Morris et al. [42] postulate that about 20% of the sentences in 

a text could convey all the basic ideas about it. Since abstracts are much shorter than 

this proportion, the length of extracts should lie between the length of an abstract and 

the Morris’s figure. Following are the ways of describing the length of an extract: 

 

Proportion: The predefined percentage (usually 10%) of the number of sentences of 

the document should be selected. This technique is good for normally sized 

documents but will produce long extracts for long documents.  

 

Oracle method: If a target extract is available, select the same number of sentences. In 

addition, it is intuitive that a computer extract will need more sentences than the 

perfect extract in order to have a good point of coverage and coherence. An advantage 

of the oracle method is that the system can be "trained" from the target extracts so that 

the optimum number of sentences can be predicted from the test documents. 
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Fixed number of sentences: Here the length of an extract is always the same (typically, 

10-15 sentences) regardless of the size of the documents. This technique is closer to 

human-produced abstracts. It favours shortness, but the problems in the previous 

methods continue.  

 

Sentences above a certain threshold: For a sentence to be included in the extract, it 

suffices to have a score which is reasonable enough. This is one way of trade-off 

between the extremes of the previous methods, but it requires determination of a 

threshold. 

 

Mathematical formula: The number of extracted sentences is an increasing function of 

the number of sentences in the text, but it does not grow linearly. Hence, relatively 

few sentences are added when the text is big, and fewer still for a much bigger one. 

This is probably one of the best methods as it prevents a size explosion. It caters to 

huge documents as well. 

 

Length of a sentence:  It may be stated that sentences that are too short or too long 

are generally not ideal for an abstract, and therefore for an extract as well. This is 

usually referred to [31] as sentence cut-off feature. It penalizes short (less than 5-6 

words) and long sentences either by reducing their score, or by excluding them 

completely. 

In our work, we focus on single-document sentence extraction method which 

forms the basis for other summarization tasks and which has been considered as a hot 

research topic [43].  
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2.5   Legal document summarization – An overview 

Law judgments form the most important part of a lawyer’s or a law student’s study 

materials. These reports are records of the proceedings of a court, and their 

importance derives from the role that precedents play in any common law system, 

including Indian law. In order to find a solution for legal problems that are not 

directly covered by the notified laws, lawyers look into previous judgments for 

possible precedents. Legal users constitute a law jurisprudence precedent from which 

it is possible to extract a legal rule that can be applied to similar cases. One reason for 

the difficulty in understanding the main theme of a legal case is the complexity of the 

domain, specific terminology of the legal domain and legal interpretations of 

expressions producing many ambiguities. Currently, selected judgments are manually 

summarized by legal experts. The ultimate goal of legal summarization research 

would be to provide clear, non-technical summaries of legal judgments.  

Legal document Summarization is an emerging subtopic of summarization 

specific to legal domain. Legal document summarization poses a number of new 

challenges over general document summarization. The discussion in this section 

outlines some of the methods used for the summarization of legal documents. The 

usefulness of these methods and outcomes have also been described. 

 

SUM Project:  SUM is an EPSRC research project of the Language Technology 

Group, based in the Institute for Communicating and Collaborative Systems of 

Edinburgh's School of Informatics [44]. This project uses summarization to help 

address the information overload problem in the legal domain. The main focus of this 
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project is the sentence extraction task and methods of structuring summaries. It has 

been argued that most practically oriented work on automated summarization can be 

described as based on either text extraction or fact extraction. In these terms, the 

Teufel & Moens [38] approach can be characterized as augmented text extraction: the 

system creates summaries by combining extracted sentences, but the sentences in the 

source texts are first categorized to reflect their role in the rhetorical or argumentative 

structure of the document. This rhetorical role information is used to guide the 

creation of the summaries and to permit several summaries to be created for a 

document, of which each one is tailored to meet the needs of a different class of users.  

The system performs automatic linguistic annotation of a small sample set. The hand-

annotated sentences in the set are used in order to explore the relationship between 

linguistic features and argumentative roles.  The HOLJ Corpus [45] is used in this 

work which comprise of 188 judgments delivered in the years 2001-2003 taken from 

the House of Lords website. The entire corpus was automatically annotated with a 

wide range of linguistic information using a number of different NLP components: 

part-of-speech tagging, lemmatization, noun and verb group chunking, named entity 

recognition (both general and domain-specific), clause boundary identification, and 

main verb and subject identification.  The approach used in this study can be thought 

of as a more complex variant of template filling, where the slots in the template are 

high-level structural or rhetorical roles, and the fillers are the sentences extracted from 

the source text using a variety of statistical and linguistic techniques exploiting 

indicators such as cue phrases. Feature set includes elements such as location of a 

sentence within the document and its subsections and paragraphs, cue phrases, 

information on whether the sentence contains named entities, sentence length, average 
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TF-IDF term weight, and data on whether the sentence contains a quotation or is 

inside a block quote. Maximum entropy model has been used for sequence labelling 

framework [44].  The rhetorical roles identified in the study are Fact, Proceedings, 

Background, Proximation, Distancing, Framing and Disposal. The details of these 

roles are given in Chapter 3 in which we also discuss the importance of identifying 

different set of roles for legal judgments which are relevant to Indian Court 

judgments. 

 

Summary Finder:  This study [46] leverages the repetition of legal phrases in the 

text by using graph-based approach. The graphical representation of the legal text is 

solely based on similarity function between sentences. The similarity function as well 

as the voting algorithm used on the derived graph representation is different from 

other graph-based approaches (e.g. LexRank). In general, for legal text, some 

paragraphs summarize the entire text or at least parts of the text. In order to find such 

paragraphs, this method computes inter-paragraph similarity scores and selects the 

best match for every paragraph. The system acts like a voting system where each 

paragraph casts a vote for another paragraph (its best match). The top paragraphs with 

most votes were selected as the summary. The vote casting can be seen as a similarity 

function based on phrase similarity. Phrase similarity is computed by looking for 

phrases that co-occur in two paragraphs. The longer the matched phrase, higher the 

score will be. 

 

LetSum (Legal Text Summarizer): This is a prototype system [47] which 

determines the thematic structure of a legal judgment along four themes: Introduction, 
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Context, Judicial Analysis and Conclusion. LetSum is used to produce short 

summaries for legal decision of the proceedings of federal courts in Canada. This 

method investigates the extraction of the most important units based on the 

identification of the thematic structure in the document and the determination of 

argumentative themes of the textual units in the judgment [47]. The generation of 

summary is done in four steps: thematic segmentation to detect legal document 

structure, filtering to eliminate unimportant quotations and noises, selection of the 

candidate units and production of structured summary. The presentation of the 

summary is in a tabular form along with the themes of the judgment.  

 

FLEXICON: The FLEXICON project [48] generates a summary of legal cases by 

using information retrieval based on location heuristics, occurrence frequency of 

index terms, and the use of indicator phrases. A term extraction module that 

recognizes concepts, case citations, statute citations, and fact phrases leads to the 

generation of a document profile. This project was developed for the decision reports 

of Canadian courts. 

 

SALOMON: Moens [49] automatically extracts informative paragraphs of text from 

Belgian legal cases. SALOMON extracts relevant text units from the case text to form 

a case summary. Such a case profile facilitates the rapid determination of the 

relevance of the case or may be employed in text search. Techniques are developed 

for identifying and extracting relevant information from the cases. A broader 

application of these techniques could considerably simplify the work of the legal 

profession.  In this project a double methodology was used. First, the case category, 
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the case structure, and irrelevant text units are identified based on a knowledge base 

represented as a text grammar. Consequently, general data and legal foundation 

concerning the essence of the case are extracted. Secondly, the system extracts 

informative text units of the alleged offences and of the opinion of the court based on 

the selection of representative objects.  

2.6   Legal Ontology – an Overview 

The potential of knowledge-based technological support for work in the legal domain 

has become widely recognized in recent time. In this connection, we discuss different 

ontology projects available that provides linguistic information for large amount of 

the legal text. 

 

The CORTE Project: The goal of CORTE [50] is to provide knowledge-based 

support using techniques from computational linguistics based on a sound theoretical 

understanding of the creation, semantics, and use of legal terminology. In particular, 

the project aims at: 

• Developing a linguistic model of definitions in legal text 

• Building computational linguistic tools for the automatic extraction of such 

definitions 

• Exploring methods for the exploitation of the extracts in terminologies for the 

legal domain 

 

In this work, a corpus of more than 8 million German legal documents 

provided by juris GmbH, Saarbrücken is used. In order to analyze these documents 



 

 

 

 

 
 

 

 

 

37 

grammatically, a semantically-oriented parsing system has been developed in the 

COLLATE project (Computational Linguistics and Language Technology for Real 

Life Applications, funded by the German Ministry for Education and Research) at the 

Saarbrücken CL group [50] (initially applied to newspaper texts). The system 

balances depth of linguistic analysis with robustness of the analysis process, and is 

therefore able to provide relatively detailed linguistic information for large amounts 

of text. To deal with the problem of ambiguity it makes use of syntactic under 

specification. Under certain conditions, it commits only to the established common 

parts of alternative syntactic analyses. Done this way, later processing steps are 

enabled to access at least partial information without having to settle for one syntactic 

reading. The most important fact is that the system is semantically oriented. It not 

only analyzes the grammatical structure of the input, but also provides an abstract 

representation of its meaning (a so-called partially resolved dependency structure or 

PREDS).  

For instance, active and passive sentences receive identical representations, so 

that their common semantic content becomes accessible for further processing. 

PREDS-parsing system is adapted for the domain of legal documents. Starting off 

from a collection of definitions compiled relying on legal expert knowledge, an 

annotation scheme has been devised for marking up the functional parts of these 

definitions. This scheme has plans for extensions to encode information regarding 

external relations such as rhetorical and argumentative function of definitions and 

citation structure, and it will be applied in the collection of further data. At the same 

time, a detailed linguistic analysis of definition instances has been worked out.  
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The main aim in this work is to develop taxonomy of definition types 

according to semantic functions and syntactic realization. The syntactic-semantic 

information made accessible by the PREDS system will facilitate the automatic 

recognition and extraction of definitions by providing an additional level of structure 

besides the syntactic surface. Extracted definitions can then be used to validate the 

taxonomy. More importantly, the information contained in the PREDS constructed 

will be used to organize the collected extraction results within a semi-structured 

knowledge base. In particular it will serve to automatically segment and classify 

extracted definitions according to the taxonomy developed based on linguistic cues. 

The resulting knowledge base will contain the extracted text passages along with rich 

additional information that allows the user to navigate through the collected 

definitions according to their needs, e.g. sorted by concept defined, grouped by type 

of definition, or following citations. A very promising part of the work is that it uses 

the information provided by the PREDS based definition extraction system to actually 

update and enlarge the existing formalized ontologies. Languages based on 

description logics (DL) [51] have emerged as the standard framework for the 

specification of such formalized ontologies.  

The central question to be pursued is therefore how to model the semantic 

effect of definitions within this formalism. Moreover, with the organization of DL 

knowledge bases around atomic concepts that are incrementally characterized 

semantically by adding constraints, the framework is especially interesting for the 

modeling of “open-texture”, i.e. under defined or vague concepts and their 

incremental specification. Building on a linguistically well-founded understanding of 
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definitions together with automatic definition of extraction methods, it will be 

possible to approach this topic empirically.  

 

Functional Ontology: Valente [52] developed a legal ontology based on a functional 

perspective of the legal system. He considered the legal system as an instrument to 

change by influencing the society in specific directions by reacting to social behavior. 

The main functions can be decomposed into six primitive functions each of which 

corresponds to a category of primitive legal knowledge  

a)  Normative knowledge – which describes states of affairs which have a 

normative status (such as forbidden or obligatory);  

b)  World knowledge – which describes the world that is being regulated, in terms 

that are used in the normative knowledge, and so can be considered as an 

interface between common-sense and normative knowledge;  

c)  Responsibility knowledge – the knowledge which enables responsibility for 

the violation of norms to be ascribed to particular agents;  

d)  Reactive knowledge – which describes the sanctions that can be taken against 

those who are responsible for the violation of norms;  

e)  Meta-legal knowledge – which describes how to reason with other legal 

knowledge.  

f)  Creative knowledge – which states how items of legal knowledge are created 

and destroyed.  

 

This ontology forms the basis of a system ON-LINE [52] which is described 

as a Legal Information Server. ON-LINE allows for the storage of legal knowledge as 
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both text and an executable analysis system interconnected through a common 

expression within the terms of the functional ontology. The key thrust of this 

conceptualization is to act as a principle for organizing and relating knowledge, 

particularly with a view to conceptual retrieval. Two limitations are noted by Valente 

in this work. The first is practical - that performing the modeling that is required to 

follow through this conceptualization is very resource intensive. Although the 

Ontolingua [53] description of the different kinds of legal knowledge seems relatively 

complete, the domain model constructed within this framework for the ON-LINE 

system is rather restricted. Valente writes:  

While it is expected that the ontology is able to represent adequately legal 

knowledge in several types of legislation and legal systems, this issue was not 

yet tested in practice.  

 

 

Frame Based Ontology:  Kralingen and Visser [54] discuss the desire to improve 

development techniques for legal knowledge systems, and in particular to enhance the 

reusability of knowledge specifications by reducing their task dependency. This work 

distinguishes between an ontology which is intended to be generic to all law, and a 

statute-specific ontology which contains the concepts relevant to a particular legal 

domain. This ontology has been used as the basis for the system FRAMER which 

addresses two applications in Dutch Unemployment Benefit Law, one involving a 

classification task determining entitlement to Unemployment Benefit and the other a 

planning task, determining whether there is a series of actions which can be 

performed to bring about a certain legal consequence.  
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Visser [53] builds a formal legal ontology by developing a formal 

specification language that is tailored in the appropriate legal domain. Visser 

commenced by using Kralingen’s theory of frame-based conceptual models of statute 

law [55]. Visser uses the terms ontology and specification language interchangeably, 

and claims that an ontology must be:  

1)  Epistemologically adequate  

2)  Operational  

3)  Expressive  

4)  Reusable  

5)  Extensible  

 

Visser chose to model the Dutch Unemployed Benefits Act of 1986. He created a 

CommonKADS expertise model [54], specifying domain knowledge by:  

i)  Determining the universe of discourse by carving up the knowledge into 

ontological primitives. A domain ontology is created with which the 

knowledge from the legal domain can be specified.  

ii)  Domain specification is created by specifying a set of domain models using 

the domain ontology.  

 

Legal ontology from a European Community Legislative Text: This work [56] 

presents the building of a legal ontology about the concept of employees’ rights in the 

event of transfers of undertakings, businesses or parts of undertakings or businesses in 

the European community legislation text. The construction is achieved both by 

building the ontology from texts by using the semi-automatic TERMINAE method 
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[56] and aligning it with a top-level ontology. TERMINAE is based on knowledge 

elicitations from text, and allows creating a domain model by analyzing a corpus with 

NLP tools. The method combines knowledge acquisition tools based on linguistics 

with modeling techniques so as to keep the links between models and texts. During 

the building process [56], it is assumed that:  

(1) The ontology builder should have a comprehensive knowledge of the 

domain, so that she/he will be able to decide which terms (nouns, phrases, verbs or 

adjectives) are domain terms and which concepts and relations are labeled with these 

domain terms;  

(2) The ontology builder knows well how the ontology will be used. The 

alignment process takes place during the construction.  

Biébow [57] defined ontology alignment as follows: ontology alignment 

consists in establishing links between ontologies and allowing one aligned ontology to 

reuse information from the other. In alignment, the original ontologies persist, with 

links established between them. Alignment usually is performed when the ontologies 

cover complementary domains. This ontology is structured around two central 

ontologies DOLCE [58] and LRI-Core [59]. The resulting ontology does not become 

part of the DOLCE ontology but uses its top-level distinction. The process of 

ontology alignment was carried out during the ontology construction and was 

performed mostly by hand, with the TERMINAE tool. TERMINAE provides easy 

import of concepts among DOLCE but doesn’t check whether consistency is 

maintained after the performed operations. The alignment process in this case 

included the following activities: the identification of the content that overlapped with 

the core ontology; the concepts that were at the top level became subclasses of more 
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general concepts. The concepts are defined from the study and interpretation of the 

term occurrences in the directive. The term properties (structural and functional) are 

translated into a restricted language. This translation was realized by hand. The 

linguistic criteria for identifying these properties remain to be defined for automating 

this process.  

The studies discussed above illustrate that the ontologies are developed for 

particular purposes. Therefore, a new legal ontology should be developed for query 

enhancement which is considered as an important information retrieval task in our 

study.  

2.8   Summary 

Automatic Summarization helps lawyers and persons needing legal opinions to 

harness the availability of vast legal resources in a more effective way. In this chapter, 

a review of the automatic text summarization for single documents for legal domain 

was presented. The issues related to term-weighting and semantic analysis of text, the 

two main methods of summarization were discussed.  Factors considered for the 

extraction of sentences towards text summarization were also discussed. Legal 

document summarization related papers were explored to evolve a new method to 

perform summarization of legal judgments.  

 Based on the review of the research work presented, we may note that legal 

documents are having complex structure, and so we need to segment the document to 

understand the presence of various roles. Also, we may note that term-weighting 

systems are not directly derived from any mathematical model of term distribution. 

Moreover, they are not specific in assessing the likelihood of a certain number of 
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occurrences of a particular word in a document collection. Hence, we have attempted 

some new techniques to produce a coherent and consistent summary. The following 

procedures are adopted in this task. 

• We used CRF model for the identification of rhetorical roles in legal 

judgments. 

• We used term distribution model for the identification of term patterns and 

frequencies of the terms. 

• We have developed a novel structural framework for the construction of legal 

ontology. 

• Extraction-based summarization usually suffers from coherence problems. We 

used the identified roles during post processing to avoid the coherence 

problem.  

• In order to make the final output more user-friendly and concise, we have 

generated a table-style structured summary. 

 

The evaluation part of our study deals with the following methods by considering 

human referenced outputs as gold standard:  

• Comparison of our rhetorical role identification method with rule-based and 

standard segmentation algorithm. 

• Comparison of our ontology-based query enhancement scheme with standard 

query search method. 

• Comparison of our summarizer with the public-domain summarizers, and with 

reference to the human-generated summaries. 
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• Arriving at a threshold level of summarization with respect to the human-

generated summary. 

 

The remaining chapters discuss our work based on text segmentation, creation of legal 

ontology and the application of a term distribution model for text summarization by 

focusing on informative summaries using extracts.  
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CHAPTER 3 

 
IDENTIFICATION OF RHETORICAL ROLES IN  

LEGAL DOCUMENTS 
 

Automatic identification of rhetorical roles in a legal document is the most important 

task in our work. It is a part of genre analysis to be carried out to understand the 

meaningful textual contents. Generally, a document is segmented into coherent 

paragraphs known as rhetorical roles. For example, aim, basis and contrast are the 

basic rhetorical roles of scientific articles. Text segmentation problem focuses on how 

to identify the role boundary, where one region of text ends and another begins, 

within a document. The current work was motivated by the observations that such a 

seemingly simple problem can actually prove quite difficult to automate [60] and that 

a tool for partitioning a stream of undifferentiated text into coherent regions would be 

needed to understand the structure of a legal document. Legal judgments are complex 

in nature and it is difficult to track the presence of different topics (rhetorical 

schemes). Automatic segmentation of legal text focuses on the identification of key 

roles, so that they may then be used as the basis of alignment of sentences at the time 

of final summary generation. 

              In this chapter, we review the state-of-the-art graphical models for 

segmentation and role identification. The problem of segmenting structured entities 

from unstructured data is an extensively researched topic. A number of models has 

been proposed ranging from the earliest rule-learning methods to probabilistic 

approaches based on generative models like Hidden Markov Models(HMM) [61], and 

conditional models like Maximum Entropy Markov model(MEMM) [62]. We employ 
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undirected graphical models for the purpose of automatic identification of rhetorical 

roles in legal judgments. To accomplish this task, we apply Conditional Random 

Fields (CRFs) which have been shown to be efficient at text segmentation [63]. In this 

chapter, we present results related to text segmentation task using Conditional 

Random Fields, and discuss several practical issues in applying CRFs to information 

retrieval tasks in general. Using manually annotated sample documents pertaining to 

three different legal sub-domains (rent control, income tax, and sales tax), we train 

three different CRF models to segment the documents along different rhetorical 

structures. With CRFs, we provide a framework for leveraging all the relevant 

features like indicator phrases, named entities, upper case words, etc., even if they are 

complex, overlapping and not independent. The CRF approach draws together the 

advantages of both finite state HMM and conditional MEMM techniques by allowing 

the use of arbitrary, mutually dependent features and joint inferences over entire 

sequences. Finally, it is helpful in document summarization in the form of re-ordering 

the ranking in the final extraction-based summary based on the identified roles. This 

process could generate a single document summary as shown in Figure 3.1.  The 

details of the extraction of sentences using term distribution model will be discussed 

in chapter 5. 

In this chapter, we discuss the need for graphical models and its various types 

and applications related to the segmentation of a legal text. For the task of segmenting 

legal documents, rule-based as well as CRF-based methods are employed. Finally, the 

effectiveness of our approach is established by comparing the experimental results of 

our proposed methods with those of SLIPPER, which is a standard rule learner 

method.  



 

 

 

 

 
 

 

 

 

48 

    

 

                  Figure 3.1   System architecture of rhetorical roles identification 

3.1   Graphical Models 

A graph comprises nodes (also called vertices) connected by edges (also known as 

links or arcs).  In a probabilistic graphical model, each node represents a random 

variable (or a group of random variables), and the edges express probabilistic 

relationships between these variables.  Probabilistic graphical models are highly 

advantageous in augmenting the analysis using diagrammatic representations of 

probability distributions [64]. The other useful properties are: 

• They provide a simple way to visualize the structures of a probabilistic model 

and can be used to design and motivate new models. 

• Insights into the properties of the model, including conditional independence 

properties, can be obtained by inspection of the graph. 
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• Complex computations, required to perform inference and learning in 

sophisticated models, can be expressed in terms of graphical manipulations, in 

which underlying mathematical expressions are carried along implicitly. 

 

Probabilistic graphical models have been used to represent the joint probability 

distribution p(X, Y), where the variable Y represents attributes of the entities that we 

wish to predict, and the input variable X represents our observed knowledge about the 

entities.  But modeling the joint distribution can lead to difficulties when using the 

rich local features that can occur in text data, because it requires modeling the 

distribution p(X), which can include complex dependencies. Modeling these 

dependencies among inputs can lead to intractable models, but ignoring them can lead 

to reduced performance. A solution to this problem is to directly model the 

conditional distribution p(Y|X), which is sufficient for segmentation. A graphical 

model is a family of probability distributions that factorize according to an underlying 

graph shown in Figure 3.2  

 

              Figure 3.2   Simple graph connecting 4 vertices 

 

The main idea is to represent a distribution over a large number of random variables 

by a product of local functions each of which depends on a small number of variables. 
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This section introduces the theory underpinning directed graphical models, in which 

the edges of the graphs have a particular directionality indicated by arrows, and 

explains how they may be used to identify a probability distribution over a set of 

random variables. Also, we give an introduction to undirected graphical models, also 

known as Markov random fields, in which the edges have no directional significance. 

Finally, we shall focus on the key aspects of Conditional Random Fields model as 

needed for applications in text segmentation carried out for the identification of 

rhetorical roles in legal documents.  

3.1.1.   Directed Graphical Model 

A directed graphical model consists of an acyclic directed graph G = (V, E) where                

V = {V1,V2,. ….,VN} are the set of N nodes belonging to G, and E={(Vi, Vj)} are the 

directed edges between the nodes in V.  Every node Vi in the set of nodes V is in 

direct one-to-one correspondence with a random variable, also denoted as Vi. We use 

the common notation in which upper case letters denote random variables (and nodes) 

while lower case letters denote realizations. A realization of a random variable is a 

value taken by the variable. This correspondence between nodes and random variables 

enables every directed graphical models to represent a corresponding class of joint 

probability distributions over the random variables in V.   

The simplest statement of the conditional independence relationships encoded 

in a directed model can be stated as follows: a node is independent of its ancestors 

given its parent nodes, where the ancestor/parent relationship is with respect to some 

fixed topological ordering of the nodes. We see that in equation (3.1) the conditional 

independence allows us to represent the joint distribution more compactly. We can 
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now state in general terms the relationship between a given directed graph and the 

corresponding distribution over the variables. The directed nature of G means that 

every node Vi has a set of parent nodes Vπi, where πi is the set of indices of parents of 

node Vi. The relationship between a node and its parents enables the expression for 

the joint distribution defined over the random variables V to be concisely factorized 

into a set of functions that depend on only a subset of the nodes in G. Directed 

graphical models [65] describe a family of probability distributions:  

                                                 n 

              p (V1, V2,…..,Vn)  =  ∏   p(Vi | Vπi )                                                        ……….  (3.1) 

                                                i=1 

where the relation πi indexes the parent nodes of Vi (the sources of incoming edges to 

Vi), which may be the empty set. Each function on the right hand side of (3.1) is a 

conditional distribution over a subset of the variables in V; each function must return 

positive scalars which are appropriately normalized. An example of directed acyclic 

graph describing the joint distribution over variables v1, v2,….,v7 is given in Figure 

3.3. The joint distribution of all 7 variables is therefore given by 

      p(v1) p(v2) p(v3) p(v4 | v1, v2, v3) p(v5 | v1, v3) p(v6 | v4) p(v7 | v4, v5)           ..…..  (3.2) 

 

               Figure 3.3    Example of a directed graph  
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Next we discuss two important forms of directed graphical models (Markovian 

Models) ─ Hidden Markov models [61] and Maximum Entropy Markov models [62] 

─ used to express the probability distribution over a sequence of labels. 

3.1.2   Hidden Markov Model 

Hidden Markov models have been successfully applied to many data labelling tasks 

including Part of Speech (POS) tagging [66], Shallow parsing [67], Speech 

recognition [68] and Gene sequence analysis [69]. HMMs are probabilistic finite state 

automata [70] that model generative processes by defining joint probabilities over 

observation and label sequences [71]. Each observation sequence is considered to 

have been generated by a sequence of state transitions, beginning in some start state 

and ending when a final state is reached. At each state an element of the observation 

sequence is stochastically generated, before moving to the next state. The states in an 

HMM are considered to be hidden because of the doubly stochastic nature of the 

process described by the model. The generation of a set of labels (states) and words 

(outputs) in HMM are proceeding as follows [68]: the machine selects a start state, 

and from this state generates an output. It then transitions to another state, where it 

generates another output. This process continues until it reaches a final state.  

In our case, the sequence of emissions forms the observed sequence of 

sentences, and the state sequence followed can be interpreted as a set of rhetorical 

roles.  A HMM may be expressed as a directed graph G with nodes lt and st 

representing the state of the HMM (or label) at time t and the observation at time t, 

respectively. The structure is shown in Figure 3.4. 
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Here the state sequence forms a directed chain, with each state, lt, linked to 

adjacent states,  lt-1 and lt+1, and output st  linked only to lt. In the text segmentation 

application, this means that we are considering that the labels related to the roles of 

each sentence depend only on the label assigned to the previous sentence, and each 

sentence depends only on the current label. These conditional independence relations, 

combined with the chain rule of probability, may be used to factorize the joint 

distribution over a state sequence L =l1, l2,…..,lw and observation sequence  S = 

s1,s2,…,sw into the product of a set of conditional probabilities:  

                                                        w 

            p(L, S) =  p(l1)  p(s1l1) ∏ p(lt lt-1) p(st lt)                         …….. (3.3) 

                                                   
t=1

 

Most commonly, the transition distributions p(lt lt-1) are assumed to be invariant over 

time t, and the HMM is said to be homogenous. Text segmentation can be modeled as 

the task of identifying the rhetorical roles (labels) that best accounts for the 

observation sequence. This state sequence maximizes the conditional probability 

L1 L3 L2 LW LW-1 

S1 S2 S3 SW-1 SW 

        Figure 3.4 Graph structure of first-order HMMs for sequences 



 

 

 

 

 
 

 

 

 

54 

distribution of states given the observation sequence which may be calculated from 

the joint distribution using Bayes’s rule: 

                                                                       p(l, s) 

                 l* =  argmaxl p(l | s)   = argmaxl                           ……..  (3.4) 

                                                                        p(s) 

As the HMM describes the joint probability over states and outputs, we must 

represent the required condition in terms of the joint, as shown on the right hand side 

of (3.3). The optimal state sequence is most efficiently determined using a dynamic 

programming technique known as Viterbi algorithm [72]. Even though, HMM is a 

powerful method for labelling sequences, it has two issues. The first issue arises from 

the implicit independence assumed between an output, st, and all other outputs in the 

sequence. This relation prevents one from crafting features associated with multiple 

observations without incorporating their specific dependencies into the graph. The 

second issue faced by HMMs stems from their modeling of the output distribution. 

Their generative construction means that they not only model the distribution over 

state sequences, but also that of the observations, i.e., they are trained to maximize the 

joint likelihood of the data, rather than the conditional one. Despite their widespread 

use, HMMs and other generative models are not the most appropriate models for the 

task of labelling sequential data.  

Hence, we discuss another model known as Maximum Entropy Markov model 

(MEMM) [62] which is in the form of a conditional model for labelling sequential 

data designed to address the problems that arise from the generative nature and strong 

independence assumptions of HMMs. To allow for non-independent, difficult to 

enumerate observation features, we have moved from the generative, joint probability 

parameterization of HMMs to a conditional model that represents the probability of 
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reaching a state given an observation and a previous state. In MEMMs, each source 

state has an exponential model that takes the observation features as input, and a 

distribution over possible next states as output. These exponential models are trained 

by an appropriate iterative scaling method in the maximum entropy framework. 

MEMMs have been applied to a number of labelling and segmentation tasks including 

POS tagging [66] and segmentation of text documents [62]. 

3.1.3   Maximum Entropy Markov Model 

Like HMMs, MEMMs are also based on the concept of a probabilistic finite state 

acceptor model. However, rather than generating observations, this model outputs 

label sequences when presented with an observation sequence. MEMMs consider 

observation sequences as events to be conditioned upon rather than generated. 

Therefore, instead of defining two types of distribution - a transition distribution 

P(l′|l) that represents the probability of moving from state l to state l′ and an 

observation distribution P(s|l) representing the probability of emitting observation s 

when in state l - a MEMM has only a single set of |L| separately trained distributions 

of the form 

                  Pl(l′|s)= P(l′|l, s)                                                                          ……..  (3.5) 

which represents the probability of moving from state l to l′ on observation s. The fact 

that each of these functions is specific to a given state means that the choice of 

possible states at any given instant in time t+1 depends only on the state of the model 

at time t. The above state-observation transition functions which are conditioned on 

the observations mean that the graph structure for a MEMM can be represented in the 
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form as shown in Figure 3.5. 

 

 

The constraints applied in this case are that the expected value of each feature 

in the learned distributions be the same as its average on the training observation 

sequence s1,…sw (with corresponding state sequence l1,…..lw). The maximum entropy 

distribution that satisfies those constraints [73] is unique, and agrees with the 

maximum-likelihood distribution that has the exponential form: 

                                    1 

             Pl(l′|s)   =     exp (∑λa fa (l′,s))                                          ……..  (3.6) 

                                 Z(l, s)           a 

where each λa are parameters to be estimated, and Z(l, s) is the normalizing factor that 

makes the distribution sum to one across all next states l′. Each fa is a feature function 

that takes two arguments, the current observation s and a potential next state l′. The 

free parameters of each exponential model can be learned using Generalized Iterative 

Scaling [74]. Moreover, each feature function makes use of a binary feature v of the 

observation which expresses some characteristic of the empirical training distribution 

 

L1 L3 L2 LW LW-1 

S1 S2 S3 SW-1 SW 

Figure 3.5 Graphical structure of first-order MEMMs for sequence 
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that should hold good for the trained model distribution also.  

Similar to HMM, MEMMs also has been applied to labelling data by 

identifying the state sequence that best describes the observation sequence to be 

labelled [62]. Each state has a label associated with it and so the most probable label 

sequence for that observation sequence may be trivially identified once the most 

likely state sequence has been calculated. This state sequence maximizes the 

conditional probability distribution of states given the observations: 

                 l* =  argmaxl p(l | s)                                           ..….. (3.7) 

Like HMM, it is desirable to use some form of dynamic programming algorithm. 

McCullam et al [3] present a brief overview of a variant on Viterbi algorithm that 

enables the state sequence to be efficiently identified for the task of text segmentation. 

Maximum Entropy Markov Models and other non-generative finite-state 

models based on next classifiers, such as discriminative Markov models, exhibit 

undesirable behavior in certain circumstances, termed as label bias problem [63].  It 

describes the transitions on next state classifiers leaving a given state compete only 

against each other, rather than against all other transitions in the model. In 

probabilistic terms, transition scores are the conditional probabilities of possible next 

states given the current state and the observations sequence. This per-state 

normalization of transition scores implies a “conservation of score mass” whereby all 

the mass that arrives at a state must be distributed among the possible successor 

states. An observation can affect which destination states get the mass, but not how 

much total mass to pass on. This causes a bias toward states with fewer outgoing 

transitions. In the extreme case, a state with a single outgoing transition effectively 

ignores the observation. In those cases, unlike in HMMs, Viterbi decoding cannot 
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downgrade a branch based on observations after the branch point, and models with 

state-transition structures that have sparsely connected chains of states are not 

properly handled. The Markovian assumptions in MEMMs and similar state-

conditional models insulate decisions at one state from future decisions in a way that 

does not match the actual dependencies between consecutive states. This effect has 

been discussed in [63, 75] where conditional model structures are shown as leading to 

accuracy degradation in shift-reduce parsing, part-of-speech tagging and text 

segmentation.   

A MEMM model is expected to suffer more markedly from label bias than a 

HMM type of generative models, as the MEMM cannot include single label features. 

These features allow the modeling of the state distribution based on previous results, 

rather than on bare counts.  The net result is lower entropy transition distributions in 

the MEMM, and therefore an increased prevalence of label bias. Generative models 

such as HMMs do not suffer from the label bias problem. This is because the Viterbi 

algorithm which is used to identify the most likely state sequence given an 

observation sequence is able to down-weight a possible branch of a state sequence on 

the basis of observations that appear after the branch point. Moreover, HMMs are not 

required to preserve the probability mass over each transition in the finite-state 

acceptor; the observation probability at each state can dampen the path probability, 

and therefore avoid improbable states. For example, in segmenting legal documents, 

label bias problem occurs during the implementation of MEMMs when we consider 

the single paragraph which is related to different roles. Other than MEMMs, classical 

probabilistic automata [76], discriminative Markov models [63], maximum entropy 

triggers [77], as well as non-probabilistic sequence tagging and segmentation models 
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with independently trained next-state classifiers [78] are all potential victims of the 

label bias problem.   

To overcome the issues discussed earlier in the two different methods, we look 

into undirected graphical models and especially Conditional Random Fields, a 

sequence modeling framework that has all the advantages of HMMs and MEMMs but 

also solves the label bias in text segmentation problem. Conditional Random Fields 

are particularly suited to natural language processing tasks. CRFs are distributions 

over structured labellings conditioned on some context. This structure fits with many 

NLP tasks, which require the prediction of complex labellings for spans of text. For 

example, taggers predict a sequence of labels, one for each word in the text, while 

segmentation predicts a label for each sentence. The advantages of CRFs over 

MEMMs is that a MEMM uses per-state exponential models for the conditional 

probabilities of next states given the current state, while a CRF has a single 

exponential model for the joint probability of the entire sequence of labels given the 

observation sequence[63,79]. We will discuss more of these in the following sections. 

3.1.4   Undirected Graphical Model 

We have briefly reviewed directed models and their problems. Now, we turn to 

undirected graphical models to set up a base for discussing the CRF model. 

Undirected graphical models (also known as Markov Random Fields or Markov 

networks) are another class of graphical models, which use a different factorization of 

the joint distribution compared to that of directed models, and also use different 

conditional independence semantics. An undirected model is a graph G = (V, E), 

where V = {V1,V2, ….VN} are the set of N nodes belonging to G and                
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E={(Vi, Vj): i≠j} are the undirected edges between the nodes in V. The joint 

distribution of an undirected graphical model is defined by  

                                                   1        

                 p (v1, v2,…..vN)  =    ─     ∏ ψVc(vc)               ……….  (3.8) 

                                                   Z    cϵC 

where C is the set of maximal cliques in the graph,  ψVc(vc) is a potential function ( a 

positive, but otherwise arbitrary, real-valued function) on the clique vc, and Z is the 

normalization factor 

                    Z  =  Σ  ∏  ψVc(vc)                                       ……….  (3.9) 

                             v   cϵC 

 

The term clique describes a subset of nodes that are fully connected: every pair of 

nodes in the subset is connected by an edge. A maximal-clique is a clique that cannot 

be enlarged with additional nodes while still remaining fully connected. For example, 

the undirected graph in Figure 3.6 contains the following cliques: {V1}, {V2}, {V3}, 

{V4}, {V5}, {V1, V2},{V2,V3},{V2, V4},{V3, V4}{V3, V5},{V4,V5},{V2, V3, V4}, and 

{V3, V4, V5}. Of these, only three are maximal cliques; {V1, V2}, {V2, V3, V4}, and 

{V3, V4, V5}, in that these three cliques include all the remaining cliques in the graph. 

To limit the maximal cliques, it requires a potential function ψ for each non-maximal 

clique. It is to be incorporated into the potential function of exactly one of its 

subsuming maximal cliques. Now, we will discuss one of the important undirected 

models used for text segmentation task in the next section. 
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          Figure   3.6    Example of undirected graphical model of five random variables. 

3.1.5   Conditional Random Fields Model 

Conditional Random Fields, as introduced by Lafferty [63], is one form of a 

conditional model that allows the strong independence assumptions of HMMs to be 

relaxed, while overcoming the label-bias problem exhibited by MEMMs [62] and 

other non-generative directed graphical models such as discriminative Markov models 

[79]. 

 

 

 

Like MEMMs, CRFs are conditional probabilistic sequence models, but they 
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Figure 3.7 Graphical structure of a linear chain CRFs for sequence labeling 
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are undirected graphical models. This allows the specification of a single joint 

probability distribution over the entire label sequence given the observation sequence, 

rather than defining the per-state distributions over the next states given the current 

state, as shown in Figure 3.7.  

The conditional nature of the distribution over label sequences allows linear 

chain CRFs to model real-world data in which the conditional probability of a label 

sequence can depend on non-independent, interacting features of the observation 

sequence. In addition to this, the exponential nature of the distribution chosen by 

Lafferty [63] enables the features of different states to be traded off against each 

other, weighting some states in a sequence as being more important than others. 

This thesis deals with Conditional Random Fields [63], which will be shown 

as a powerful model for predicting the presence of structured roles in legal 

documents. CRFs are increasingly popular primarily in natural language processing 

(NLP) and in applications such as computational biology. NLP tasks ranging from 

document classification, summarization to POS tagging to syntactic parsing can all be 

considered as structured label identification tasks. CRFs have been previously applied 

to other tasks such as name entity extraction [80], table extraction [81] and shallow 

parsing [82]. All of these tasks had been modeled using  CRF, often with impressive 

results [63, 83]. Following are the major reasons for CRFs being particularly suitable 

for natural language processing applications:  

� CRFs allow the joint modeling of complex structured labelling tasks which should 

not be decomposed into a number of smaller independent tasks. For example, the 

construction of a parse tree should not be decomposed into a series of independent 

decision; rather a local decision to label a span of words as a constituent of a given 
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type will affect the decisions for both its parent and child constituents, which 

recursively affect their children and parents. Therefore the prediction process must 

consider the complex interdependence between these decisions. 

� CRFs provide a rich and largely unconstrained feature representation. For 

example, a feature might detect the presence of the word ‘section’ in a sentence 

which is to be labelled under argument related roles, or it may detect the cue 

phrase ‘no merit in the disposition’ which is to be labeled as a final decision. 

These features may reference overlapping and non-independent aspects of the 

data. Associated with each feature is a model parameter which assigns a weight to 

the feature. CRFs can use very large feature sets, which allow for flexible and 

expressive modeling power.  

� CRFs are probabilistic models which describe a probability distribution over 

labellings. Therefore they inherently represent ambiguity in their predictions; this 

can be used to better inform other algorithms which use the model’s predictions as 

input to perform further processing. Complex NLP applications commonly 

employ the combined architecture where many prediction tasks are performed in 

series with the results of each task informing all subsequent tasks. In this case, 

prediction errors in early tasks lead to many more errors in downstream tasks 

(Sutton [79] demonstrate the effect of cascading errors in POS tagging followed 

by NP chunking). For this reason, probabilistic models are ideal, in that they can 

preserve ambiguity in their predictions, thereby limiting one source of errors 

during the combination.  

� The model can be fitted to a training sample using a maximum likelihood 

estimate.  This provides a practical and elegant way of smoothing the model and 
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thereby reducing overfitting of the training sample.  Overfitting is a big problem 

for CRFs, which are often extremely expressive with thousands or millions of 

features, and therefore parameters. However overfitting can be limited by using a 

simple Gaussian prior (or other distribution) which discourages over-reliance on 

any single feature. 

� The model is discriminative, i.e., it predicts the labelling conditioned on some 

observations. The observations are typically sequences of words, or other 

contextual data. This setup exactly matches the testing configuration, where the 

model is supplied with the observations and must predict a labelling. These 

features are often very difficult to include in other similar models (e.g., Hidden 

Markov Models).  

 

For these reasons CRFs have been widely adopted by the NLP community. 

Many of the compelling reasons to use CRFs also apply to other models, although 

CRFs are one of the few models which combine all these benefits in one model.  

CRFs combine these strong benefits in a discriminative framework. Discriminative 

models describe a conditional distribution over labellings given some observations, 

while their counterparts, generative models, model the joint distribution over the 

labelling and observations. Both types of model can be used for prediction and other 

forms of inference. However, discriminative models allow for a more flexible feature 

representation, as they do not need to model the interdependence between the 

observations or assume-away the dependence. While CRFs are extremely well suited 

to language tasks, all their benefits do not come free. The model has two main 

failings. Firstly, as a consequence of their flexible feature representation, the models 
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are often used with an extremely large feature set and therefore have an equally large 

parameter space. This allows for a very expressive model which can fit the training 

sample very precisely, without sufficient inductive bias to ensure strong accuracy. 

This overfitting can be countered to some extent by smoothing the model – most 

commonly by including a prior over the parameter values. However, there is 

compelling evidence that simple priors do not provide sufficient regularization; i.e., 

the model still could benefit from further smoothing, as demonstrated in Smith and 

Osborne [84] and Sutton and McCallum [79]. Secondly, CRFs often take a very long 

time to train especially when compared to similar generative directed models (e.g., 

Hidden Markov Models). This is because there is no closed form solution for 

maximizing the data likelihood in a CRF, even for fully observed (supervised) 

training data. For this reason the likelihood is usually optimized by an iterative 

process, which is guaranteed to find the optimal values, but often requires many 

hundreds of iterations to do so. In spite of these two issues, CRFs are successfully 

implemented for various information retrieval tasks.  

3.1.6 Conditional Random Fields for text segmentation task 

As a special case in which the output nodes of the graphical model are linked by 

edges in a linear chain, CRFs make a first-order Markov independence assumption 

with binary feature functions, and thus can be understood as conditionally-trained 

finite state machines (FSMs) which are suitable for segmentation and sentence 

labeling.  

A linear chain CRF with parameters C = {C1,C2,…..} defines the  conditional 

probability for a label sequence L = l1, l2,…..,lw  given an observed input sequence                 
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S = s1,…sw to be 

              1          w   

      PC(L | S) = ---   exp[∑ ∑ Ca fa (lt-1, lt, s)]              …….   (3.10) 

            Zs            
t=1 a 

where Zs  is the normalization factor that makes the probability of all state sequences 

sum up to one,  fa (lt-1, lt, s) is a feature function which is generally binary valued and 

Ca is a learned weight associated with the a
th

 feature function. For example, a feature 

may have the value of 0 in most cases, but given the text “points for consideration”, it 

has the value 1 along the transition where lt-1 corresponds to a state with the label 

Identifying the case, lt corresponds to a state with the label History of the case, and fa 

is the feature function PHRASE= “points for consideration” belongs to s in the 

sequence. That is, in a role identification related problem of a legal judgment, we 

need to define our binary feature in the form of       

     v(st)   =  { 1  the presence of a word “act” in the sentence                  ……… (3.11) 

                   { 0  otherwise. 

Now we define each feature function fa as a pair a = (v, l), where v is a binary feature 

of the observation st and lt is a destination state: 

         f(v, l ) (lt, st) =  { 1 if v(st)  = 1 and lt = l                                                …….(3.12a) 

                                { 0  otherwise. 

Similarly, we define feature function for transitions between different label states l 

and l’ as follows: 

       f(l’, l ) (lt-1, lt) =  { 1 if lt -1= l’ and  lt = l                                                  …….(3.12b) 

                                { 0  otherwise. 

Large positive values for Ca indicate a preference for such an event, while large 

negative values make the event unlikely and near zero for relatively uninformative 
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features. These weights are set to maximize the conditional log-likelihood of the 

labeled sequence for a training set   D = {( st, lt) : t = 1,2,…N), written as 

 

            LC (D) =   ∑ log PC(Li | Si) 
                                             i 

                      w    

                        =  ∑ (∑ ∑ Ca fa (lt-1, lt. s)  - log Zsi )                             ...…....(3.13) 
                                            i

     
t=1  a 

The training state sequences are fully labeled and definite, the objective function is 

convex, and thus the model is guaranteed to find the optimal weight settings in terms 

of LC (D). The most probable label sequence for an input sequence si can be 

efficiently calculated by dynamic programming using modified Viterbi algorithm 

[72]. These implementations of CRFs are done using a newly developed java class 

library which also uses a quasi-Newton method called L-BFGS to find these feature 

weights efficiently.  

As a novel approach, CRF model has been implemented for role identification 

in legal domain and the evaluation details are given in section 3.6. In our approach, 

we have first implemented a Rule based approach and extended this method with 

additional features and a probabilistic model. That is, we are in the process of 

developing a fully automatic summarization system for a legal domain on the basis of 

Lafferty’s [63] segmentation task and Teufel & Moen’s [38] gold standard 

approaches. Legal judgments are different in characteristics compared with articles 

reporting scientific research work or other simple domains in so far as the 

identification of basic structures of a document is concerned. Even skilled lawyers are 

facing difficulty in identifying the reasons behind the judgment in a legal document. 

The sentence extraction task forms part of an automatic summarization system in the 
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legal domain. Before implementing CRF model for text segmentation task, we will 

discuss other algorithms available for segmentation of a given text in the next section. 

3.2 Text Segmentation  

Documents usually include various rhetorical roles. A summary of a long document 

can be composed of summaries of the component roles. We look at the problem of 

identifying the rhetorical roles present in a document as one of text segmentation.  

That is dividing the document along the different rhetorical roles. A lot of research 

has been done in text segmentation [85-87]. A major characteristic of the methods 

used in the above papers is that they do not require training data to segment given 

texts. Hearst [88], for example, used only the similarity of word distributions in a 

given text to segment the text. This property is important when text segmentation is 

applied to information retrieval or summarization, because both tasks deal with 

domain-independent documents. Another application of text segmentation is the 

segmentation of a continuous broadcast news story into individual stories [89]. In this 

application, systems relying on supervised learning [90] achieve good performance 

because there are plenty of training data in the domain. In our work, we have used 

training documents in the legal domain to train the text segmentation algorithm for the 

purpose of improving the role identification results.    

  We look at two approaches to text segmentation. The first approach is a rule-

based one with rule sets tailored for the legal domain. The second approach is based 

on a Conditional Random Field as described in Section 3.1.6. The CRF uses a rich set 

of features tuned for the legal domain. This method shows significant improvement 

over the rule-based method. The description of rule-based methods is given in the 
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following sections. 

3.2.1 Rule-based learning algorithms 

Rule learning algorithms produce a compact understandable hypothesis. Some 

popular rule learning systems are CN2 [92], RIPPER [93] or C4.5 rules [94]. 

However, the rule learning systems that perform best experimentally have the 

disadvantage of being complex, hard to implement, and not well-understood formally. 

SLIPPER (for Simple Learner with Iterative Pruning to Produce Error Reduction) 

[95] is a standard rule-learning algorithm which was taken for comparison with our 

approaches for the task of text segmentation. There are two important reasons for 

which we compared our approaches with SLIPPER. The first reason is that it is more 

scalable and noise-tolerant than other separate-and-conquer rule learning algorithm, 

such as reduce error pruning (REP) for rules [96], IREP [97], and RIPPER [93]. The 

second reason is that it is based on the line of research on boosting [91,98], in 

particular the AdaBoost algorithm [91], and its successor developed by Schapire and 

Singer [99]. Moreover SLIPPER rule sets are of moderate size, comparable to those 

produced by C4.5 rules [94] and C5.0 rules.  

Most traditional rule learning algorithms are based on a divide-and-conquer 

strategy. SLIPPER [95] is one of the standard rule learning algorithms used for textual 

databases in the information retrieval task. In SLIPPER, the ad hoc metrics used to 

guide the growing and pruning of rules are replaced with metrics based on the formal 

analysis of boosting algorithms. For each instance, we need to check each and every 

rule in the rule set for a given sentence. It takes more time for larger corpora 

compared to other rule learning algorithms even for a two-class problem. If we need 
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to consider more than two classes and to avoid overfitting of ensemble of rules, one 

has to think of grouping the rules in a rule set, and following some chaining 

mechanism. Another rule learning algorithm RuleFit [100] generates a small 

comprehensible rule set which is used in ensemble learning with a larger margin. In 

this case overfitting may happen if the rule set gets too large and hence some form of 

control has to be maintained. Our main idea is to find a preferably small set of rules 

with high predictive accuracy and with marginal execution time.   

SLIPPER [95] generates rule sets to repeatedly boost a simple, greedy, rule-

builder for text data. SLIPPER is simpler and better understood formally than other 

state-of-the-art rule learners. In spite of this, SLIPPER scales well on large datasets, 

and is an extremely effective learner. Cohen [95] claims that on a set of 32 benchmark 

problems, SLIPPER achieves lower error rates than RIPPER 20 times, and low error 

rates than C4.5 rules 22 times. The rule sets produced by SLIPPER are also 

comparable in size to those produced by C4.5 rules. Moreover, the more established 

rule learning systems like decision trees, neural networks and SVMs are hard to 

analyze from a statistical point of view [96]. This is due to the combinatorial 

complexity that is inherent in the setting and the use of heuristics rather than 

statistically motivated principles in most rule learning algorithms. Due to the above 

reasons, we have compared our proposed rule-based method with SLIPPER for 

segmenting a legal document into different rhetorical roles. 

3.2.2   Proposed Rule-based Approach 

An alternative rule based method that concentrates on grouping of rules in a rule set 

and which applies a chaining relation depending on each rhetorical role (Table 3.4) 
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has been proposed. A chain relation is a technique used to identify co-occurrences of 

roles in legal judgments. This has been framed based on the observation of human 

annotation schemes. In our approach, rules are conjunctions of primitive conditions. 

As used by the boosting algorithms, a rule set R can be any hypothesis that partitions 

the set of inputs X along particular role categorization. In the beginning, evaluating 

rules are taken that describe the original features found in the training set.   

   Procedure Test (X) {  

            Read test set 

            Read input sentences from sample X  

            Apply rules in R (with role categorization by maintaining chain relation) 

            For k = 1 to m sentences   

             { 

       For j = 1 to 7      /* 7 identified roles */  

        { 

Initialize countj to 0 /* counts the number of rules that  

                                    assign Lj to sentence k  */ 

For i = 1 to  no. of rules whose antecedent is Lj  

     { 

                 If rulei fires on sentencek then increment countj  

                        }       

                     } 

 j* = argmaxj countj  

 Labelk = Lj*  

                         Adjust labels of sentences k-2, k-1, k based on  

                                                         applicable chain relations 

   } 

   } 

               

                        Figure 3.8   A rule-based text segmentation procedure  

 

Let X = (S1, S2,….,Sm) be a sample document of size m, where each Si is a 

sentence. We assume that the set of rules R = {r1,r2,…} are applied to sample X, 

where each rule ri : X � L  represents the mapping of sentences of X onto a rhetorical 

role and  L = {L1,L2,…,L7}. Each Li represents a rhetorical role from the fixed set 

shown in Table 3.4. The procedure, given in Figure 3.8, starts with examining the 
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sentences of test set one by one for assigning a particular role to each sentence. In this 

process, for each sentence, a rule set is thoroughly checked for applying the exact rule 

which prompts it for correct role assignment. In addition to rule checking, the chain 

relation (co-occurrence of roles in sentences) is also verified. The co-occurrence of 

roles in sentences is identified based on observing the human annotated document set 

and measuring the frequency of co-occurrence of roles. Eventually, this relation 

avoids the introduction of another role in between a sequence of identical roles. The 

different rhetorical categories used for labeling the sentences are discussed in the next 

section.  

3.3   Exploration of legal document structure 

In recent years, much attention has been focused on the problem of understanding the 

structure and textual units in legal judgments [45]. In this case, performing automatic 

segmentation of a document to understand the rhetorical roles turns out to be an 

important research issue.  For instance, Farzindar [45] proposed a text summarization 

method to manipulate factual and heuristic knowledge from legal documents. Hachey 

and Grover [42] explored machine learning approach to rhetorical status classification 

by performing fact extraction and sentence extraction for automatic summarization of 

texts in the legal domain. They formalized the problem as one of extracting the most 

important units based on the identification of thematic structure of the document and 

determination of argumentative roles of the textual units in the judgment. They 

mainly used linguistic features to identify the thematic structures, as already outlined 

in Chapter 2. 

The work on information extraction from legal documents has largely been 
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based on semantic processing of legal texts to explore the structure and applying 

machine learning algorithms like C4.5, Naïve Bayes, Winnow and SVMs [42]. These 

algorithms run on features like cue phrases, location, entities, sentence length, 

quotations and thematic words. For this process, Named Entity Recognition rules 

have been written by hand for all domain related documents. The recent work on 

automatic extraction of titles (concepts) from general documents using machine 

learning methods shows that machine learning approaches can work significantly 

better than the baseline methods for meta-data extraction [101]. Some of the other 

works in the area of legal domain concerns information retrieval and the computation 

of simple features such as word frequency, cue words and understanding minimal 

semantic relation between the terms in a document. Understanding discourse 

structures and the linguistic cues in legal texts are very valuable techniques for 

information extraction systems [42].  For automatic segmentation task, it is necessary 

to explore more features which are representative of the characteristics of texts in 

general and legal text in particular.  

The genre structure identified in our process plays a crucial role in identifying 

the main decision part by grouping the sentences in the document into appropriate 

categories. We start with understanding the different set of contextual rhetorical 

schemes suggested for different domains. Then, we come out with a new set of 

rhetorical scheme for a legal domain based on the above studies. It is important for 

our task to find the right definition of rhetorical roles to describe the content in legal 

documents. The definition should both capture generalizations about the nature of 

legal texts, and also provides the right kind of information to enable the construction 

of better summaries for a practical application. Our model relies on the following 
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basic dimensions of document structure in legal documents. The structure of the legal 

reports cited in Indian courts generally is as follows  

• Titles (Case description) 

• Summary  (equivalent to the headnote) 

• The facts 

• The decision (Incorporating the argument, ratio and judgment) 

Table 3.1 shows the basic themes which divide the legal decisions into thematic 

segments based on the work of Farzindar [45]. Table 3.2 shows the rhetorical 

categories identified in scientific articles [38]. These rhetorical categories have also 

been tried with legal texts [42].  To maintain the same basic structure of legal 

judgments cited in Indian courts, we have identified four basic rhetorical roles which 

are given in Table 3.3 based on Teufel and Moens [38] gold standard approach.  

 

Table 3.1    Description of the basic thematic segments in a legal document 

 

Labels Description 

Introduction 

 

The sentence describes the situation before the court and 

answers these questions: who did they do to whom? 

Context The sentence explains the facts in chronological order, or 

by descriptions. It recomposes the story from the facts 

and events between the parties and findings of credibility 

on the disputed facts. 

Judicial Analysis 

 

  

The sentence describes the comments of the judge and 

finding of facts, and the application of the law to the facts 

as found. For the legal expert this section of judgment is 

the most important part, because it gives a solution to the 

problem of the parties, and leads the judgment to a 

conclusion. 

Conclusion The sentence expresses the disposition which is the final 

part of a decision containing the information about what 

is decided by the court. For example, it specifies if the 

person is discharged or not, or the cost for a party. 
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Table 3.2 Annotation scheme for rhetorical status 

 
       Table 3.3 Description of the basic rhetorical roles for a legal domain. 

 

The roles defined in Table 3.3 do not explicitly define the decision and fact 

parts of general structure of legal documents. Hence, the classifications given in   

Table 3.3 have been enhanced into seven different labeled elements in our work. 

Moreover, we also got the endorsement from leading legal personalities and 

appreciation from the legal communities [102] related to the seven rhetorical 

categories identified in our study. To identify the labels, we need to create a rich 

Labels Description 

Aim 

 

Specific research goal of the current paper 

Textual Statements about section structure 

Own Description of own work presented in current paper: 

Methodology, results discussion 

Background Generally accepted scientific background 

Contrast Statements of comparison with or contrast to other work; 

weaknesses of other work. 

Basis Statements of agreement with other work or continuation of 

other work 

Other Descriptions of other researcher’s work 

Labels Description 

Facts 

 

The sentences describe the details of the case 

Background The sentence contains the generally accepted 

background knowledge (i.e., legal details, summary 

of law, history of a case) 

Own 

 

 

The sentence contains statements that can be 

attributed to the way judges conduct the case. 

Case The sentences contain the details of other cases 

coded in this case. 
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collection of features, which includes all important features like concept and cue 

phrase identification, structure identification, abbreviated words, length of a  word, 

position of sentences, etc,.  The position in the text or in a section does not appear to 

be significant for any Indian law judgments except for identification of a few roles. 

Not all judgments follow the general structure of a legal document. There are some 

categories of judgments (e.g., judgments belonging to sales tax, income tax) where the 

fact and the decision are discussed in different parts more than once. To overcome 

this problem, positioning of a word or sentence in a document is not considered for 

role identification as one of the important features in this work.  

Table 3.4   The current working version of the rhetorical annotation scheme for  

                   legal judgments. 

Rhetorical Status Description 

1. Identifying the case The sentences that are present in a judgment to identify the 

issues to be decided for a case. Courts call them as “Framing 

the issues”. 

2. Establishing facts of   

    the case 

The facts that are relevant to the present proceedings/litigations 

that stand proved, disproved or unproved for proper 

applications of correct legal principle/law. 

3.  Arguing the case Application of legal principle/law advocated by contending 

parties to a given set of proved facts. 

4. History of the case Chronology of events with factual details that led to the present 

case between parties named therein before the court on which 

the judgment is delivered. 

5. Arguments      

    (Analysis) 

The court discussion on the law that is applicable to the set of 

proved facts by weighing the arguments of contending parties 

with reference to the statute and precedents that are available. 

6. Ratio decidendi  

  (Ratio of the decision) 

Applying the correct law to a set of facts is the duty of any 

court. The reason given for application of any legal 

principle/law to decide a case is called Ratio decidendi in legal 

parlance. It can also be described as the central generic 

reference of text. 

7. Final decision     
    (Disposal) 

It is an ultimate decision or conclusion of the court following 

as a natural or logical outcome of ratio of the decision 
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Identifying the case 
1. We may now consider the question whether the term ‘the Government’ used in Section 73A 

includes Central Government. 

2. The question that arises for considering in this case is whether block assessment under 

Chapter XIV B of the Income tax, 1961 would fall within the meaning of case. 

3. The short question that arises for consideration of this writ appeal directed against the 

judgment  

       dated December 18, 2002 passed by a learned single judge in O.P.No. 35879 of 2002. 

Establishing facts of the case 
1. We find no reason to interfere with the said finding concurrently entered by the authorities 

below. 

2. Admittedly, statuary formalities have already been complied with in the instant case. 

3. It is thus clear that the assessing authority has proceeded on the basis that the learned single  

       Judge has directed him to grant exemption and then complete the assessment, which he has 

       accordingly done.        

Arguing the case 
1. It is the contention of the Standing Counsel for the Railways that in the absence of a definition 

of Government in the Act, guidance should be obtained from the General Clauses Act 1897. 

2. Sri. C.K. Nair, leading the arguments on behalf of the assessees, has pointed out that the 

incentive bonus if at all assessable as salary has to be treated as profit in lieu of salary or in 

addition to salary as contemplated under Section 17 (1) (iv) of the Income Tax Act 

3. Sri Georgekutty Mathew, learned Government pleader submitted that the order of the 

Tribunal cannot be sustained since the decision in Stephan’s case has subsequently been 

overruled by the apex court in Commissioner of sales tax v. Stephan & Co. (1988) 69 STC 

320. 

Arguments (Analysis) 
         1. A bench of this court Rabi Umma v. Mukundan (1992 (I) K.L.T.700) held that the working of the    

sub-clause especially the words “such further period” would permit extension of the period 

fixed in the original order by a subsequent order passed not only before the expiry of the 

original period but also after its expiry. 

2. Counsel Submitted that the assessment for the block period in accordance with the provisions 

contained in Chapter XIV B is different from “proceedings” under the Act in respect of any 

year, as mentioned. 

         3. Apex court had occasion to consider the scope of Section 6A(ii)(a) of Kerala General Sales Tax 

             Act 1963 in Nandanam Construction Company’s case supra Overruling the decision of this     

             court in Commissioner of Sales Tax v. Pio Food packers (1980) 46 STC 63 the apex court held  

             as follows. 

Ratio decidendi (Ratio of the decision) 

1. We are of the view that the order under challenge does not require any interference by this 

court. 

2. Looking at the question in the above perspective, we find no infirmity in the order passed by 

the Chief Commissioner in transferring the case to the assistant Commissioner of Income Tax, 

Calicut. 

3. We are clearly of the view that all these statutory remedies could not be allowed to be 

bypassed and, therefore it was not appropriate for the learned judge to have entered into the 

merits of the controversy at the state when the Company had been issued a notice under 

Section 17 of the Act. 

Final decision (Disposal) 

1. Revision petition lacks merits and it is accordingly dismissed. However, considering the facts 

and circumstances of the case, tenant is given three months time from today to vacate the 

premises. 

2. We therefore answer the question in favour of the Revenue and dismiss the appeal and writ 

petition. 

       3.    In the result, the appeal is allowed, judgment of the learned single Judge dated 18
th

 December  

             2002 set aside and O.P.No. 35879 of 2002 dismissed. 

Figure 3.9 Examples of manual annotation of relevant sentences with rhetorical roles 
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The approach to explore the elements from the structure of legal documents 

has been generalized in the fixed set of seven rhetorical categories based on Bhatia’s 

[103] genre analysis shown in Table 3.4. 

Figure 3.9 gives an example of the manual annotation of different sentences 

into the appropriate rhetorical categories. Sample relevant sentences of all rhetorical 

categories are shown. We thus decided to augment the available corpus with an 

independent set of human judgments of relevance. We intend to replace the vague 

definition of relevance often used in sentence extraction experiments with a more 

operational definition based on rhetorical status. In inherently subjective tasks, it is 

also a common practice to consider human performance as an upper bound [38].  

Our system creates a list like the one in Figure 3.9 automatically.  The actual 

output of the system when run on the sample judgment is shown later in Fig. 3.17. 

The manual annotation of all sentences in the judgments related to all of the three sub-

domains will be considered as a gold standard for later use during system training and 

system evaluation. We have two parallel human annotations in our corpus: Rhetorical 

Role Annotation and Relevant Sentence Selection for a document summary. In the 

first annotation task, each sentence in the judgment was labeled with one of the seven 

rhetorical categories. During the second annotation task, the experts were asked to 

select the important sentences to be included in the final summary. Figure 3.10 is 

related to the distribution of the seven categories in rent control judgments and it 

shows that it is very much skewed, with 60% of all sentences being classified as 

History of the case. As that segment includes the remaining contents of the document 

other than those belonging to the six categories it appears larger than other segments 
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Distribution of rhetorical roles
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         Figure 3.10 Distribution of the seven rhetorical categories in entire documents  

                              from the rent control domain 

 

In common law system, decisions made by the judges are important sources of 

applications and interpretations of law. A judge generally follows the reasoning used 

by earlier judges in similar cases. This reasoning is known as the reason for the 

decision (Ratio decidendi). The important portion of a headnote includes the 

sentences which are related to the reason for the decision. These sentences justify the 

judge’s decision, and in non-legal terms may be described as the central generic 

sentences of the text. Hence, we reckon this as one of the important elements to be 

included in our genre structure of judgments. Usually, the ratio appears in the decision 

section, but sometimes may appear in the earlier portion of a document. In our 

approach, we have given importance to the cues for the identification of the central 

generic sentence in a law report rather than to its relative position in the text. From the 

Indian court judgments, we found that the ratio can be found in any part of the 

decision section of a law report, and that they usually appear as complex sentences. It 

is not uncommon to find that the experts differ among themselves on the 

identification of the ratio of the decision in a given judgment. This shows the 
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complexity of the task. 

Exploration of text data is a complex proposition. But in general, we can 

figure out two characteristics from the text data; the first one is the statistical 

dependencies that exist between the entities related to the proposed model, and the 

second one is the cue phrase / term which can support a rich set of features that may 

aid classification or segmentation of given document. The feature set used in this 

approach is discussed in the next section.  

3.4 Feature sets 

Feature sets with varying characteristics are employed in order to provide significant 

improvements in CRFs performance [63] which are already defined in Equations 3.11 

and 3.12. Features common to information retrieval, which were used successfully in 

the genre of different domains, will also be applicable to legal documents. The choice 

of relevant features is always vital to the performance of any machine learning 

algorithm. Identifying state transitions of CRF were also considered as one of the 

important features in any information extraction task [104].  The features with which 

we have been experimenting for the legal corpus are broadly similar to those used by 

Teufel and Moens [38] and include many of the features which are typically used in 

sentence extraction approaches to automatic summarization as well as certain other 

features developed specifically for rhetorical role identification.  

3.4.1 Indicators / cue phrases  

The term cue phrase indicates the frequently used key phrases which are the 
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indicators of common rhetorical roles of the sentences (e.g. phrases such as “We 

agree with court”, “Question for consideration is”, etc.,). Most of the earlier studies 

dealt with the building of hand-crafted lexicons in which each and every cue phrase 

was related to different labels.  

• The question for consideration is whether a direction under section 12 (3) of 

the Act could be given by the Rent Controller or the Appellate Authority 

during the pendency of proceedings arising under Rule 13 (3) of the Rules. 

• There is no merit in the revision and the same is dismissed. 

• We find no reason to disturb the concurrent findings entered by the authorities 

below. 

• Revision petition lacks merits and it is accordingly dismissed. 

• The crucial point to be considered in this case is as to whether daughter-in-

law will come within the expression of family dependent of the landlord under 

section 11(2) of the Act. 

• If is be so the remedy open to the plaintiff is to sue for damages. 

• In the above circumstances, we are of the view that in view of the compulsory 

nature of payments under sub-section (7B) of section 7 which an assessee to 

pay tax to the State of Kerala. 

• It may be pertinent to note that the Entry Tax Act has not given any specific 

definition for furniture. 

• Therefore I feel that the contention of the petitioners is correct and the 

respondents have no right to demand entry tax in respect of dental chair 

brought by them. 

• He heavily relied on the decision of the Gujarat High court referred to above, 

which has approved the adoption of the net income after providing for 

expenses.  

• We do not find any provision in the Income Tax Act, except Section 10(14), for 

allowing deduction towards expenditure of this nature claimed by the 

assessees. 

• Counsel submitted when explanation to section 120 was added concept of 

block assessment was not in vogue. 

• Looking at the question in the above perspective, we find no infirmity in the 

order passed by the Chief Commissioner in transferring the case to the 

assistant Commissioner of Income Tax, Calicut. 

• We therefore answer the question in favour of the Revenue and dismiss the 

appeal and writ petition. 

 

            

Figure 3.11   Existence of important cue phrases in the source documents 
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In this study, based on expert suggestions, the initial set of cue phrases has 

been selected and the associations to labels are learned automatically. If a training 

sequence contains “No provision in ….act/statute”, “we hold”, “we find no merits” all 

labeled with ratio decidendi, the model learns that these phrases are indicative of 

ratios. But the model faces difficulty in setting the weights for the feature when the 

cues appear within quoted paragraphs. This sort of structural knowledge can be 

provided in the form of rules. Feature function (v) of Equation 3.11 for the rules is set 

to 1 if they match words/phrases in the input sequence exactly. 

Apart from the lexical and other set of features, we noticed that the legal 

corpus contains a large number of cue phrases which are relevant for the identification 

of rhetorical roles.  Figure 3.11, for instance, shows that the presence of cue phrases 

indicates the presence of particular roles in the statements. 

3.4.2 Named entities  

This feature is not considered fully while summarizing scientific articles [38].  

However, in this work, we recognize a wide range of named entities and generate 

binary-valued entity type features which take the value 0 or 1 indicating the presence 

or absence of a particular entity type like “high court”, “Section 120” , etc.,  in the 

sentences. 

3.4.3 Upper Case Words  

Some proper names are often important and presented through upper-case words, as 

well as some other words that the legal experts want to emphasize. We use this feature 
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to reflect whether a sentence contains any upper-case words like “Chief 

Commissioner”, “Revenue”, etc.  

3.4.4 Local features and Layout features   

One of the main advantages of CRFs is that the model enables the use of arbitrary 

features of the input. One can encode abbreviated features; layout features such as 

position of paragraph beginning, sentences appearing with quotes, etc., all in one 

framework. We look at these features in the legal document extraction problem, 

evaluate their individual contributions, and develop some standard guidelines 

including a good set of features. 

3.4.5 State Transition features  

In CRFs, state transitions are also represented as features [104]. The feature function 

fa defined in Equation. 3.6 is a general function over states and observations. Different 

state transition features can be defined to form different Markov-order structures. We 

define state transition features for terms relating to appearance of years attached with 

section and acts, thereby indicating periods of time, under the labels Arguing the case 

and Arguments. Also the appearance of some of the cue phrases in a label identifying 

the case can be allotted to Arguments when they appear within quotes. In the same 

way, many of the transition features have been added in our model. Here inputs are 

examined in the context of the current and previous states.  
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3.4.6 Legal vocabulary features  

One of the simplest and most obvious features set is decided using the basic 

vocabularies from a training data. The words that appear with capitalizations, affixes, 

and those in abbreviated texts are considered as important features. Some of the 

phrases that include v. and act/section are the salient features for Arguing the case and 

Arguments categories. 

3.4.7 Similarity to Neighboring sentences  

We define features to record the similarity between a sentence and its neighboring 

sentences. Based on the similarity, a common label is allotted to the neighboring 

sentences also. This may repeatedly happen for the categorization of labels Arguing 

the cases and Final decision as some legal points may be reiterated in the force of an 

argument.  For example, in the statements given below: 

“This revision is groundless and is liable to be dismissed”,  

“In the result, the revision is dismissed with costs”. 

The first statement belongs to Arguing the cases and the second statement is on Final 

decision. Due to the influence of similarity feature, we allow both the sentences to be 

marked under the Final decision category. 

3.4.8 Paragraph structure  

In many documents, paragraphs have an internal structure [105] either starting with a 

high-level sum-up or providing a summary towards the end. This is very common in 

the categories of Arguing the case and Arguments. Appropriate feature definition 
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capturing this is helpful. 

3.4.9   Absolute location 

In newspaper-type documents, location of a sentence can be the single most important 

feature for selection of that sentence because more will be attempted to be conveyed 

in the leading sentences [106]. In legal applications, location information, while less 

dominant, may still be a useful indication for Ratio of the decision and Final decision.  

3.4.10 Citation  

There is a strong correspondence between citation behavior and its relevance to 

rhetorical status, especially for Arguing the case and Arguments categories, as most of 

the legal arguments involve citing some precedents. From the manual annotation of 

legal cases, we observed that this feature could be very helpful, since presence of a 

citation strongly indicates that a paragraph contains these roles. 

 

In addition to the set of features outlined above, we have also added other 

features which were perceived based on the annotation report given by legal experts 

for different sub-domains. The list of cue features is given in Appendix D.  

3.5   Legal Corpus 

Our corpus presently consists of 200 annotated legal documents related to rent 

control, income tax, and sales tax act. It is a part of a larger corpus of 1000 documents 

in different sub-domains of civil court judgments which we collected from Kerala 
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lawyer archive (www.keralalawyer.com).  Each document in a corpus contains an 

average of 20 to 25 words in a sentence. The judgments can be divided into exclusive 

sections like Rent Control, Motor Vehicle, Family Law, Patent, Trademark and 

Company law, Taxation, Sales Tax, Property, Cyber Law, etc. In this work, we have 

proposed a generalized methodology of segmentation of documents belonging to 

different categories of civil court judgments. The header of a legal judgment, 

containing the information related to a petitioner, respondent, judge details, court 

name and case numbers, has been removed and stored as a separate header dataset. 

The annotated corpus has now been made available at 

http://iil.cs.iitm.ernet.in/datasets. 

Even though income tax and sales tax judgments are based on similar facts, 

the relevant legal sections / provisions are different. The details and the structure of 

judgments related to rent control domain are not the same for income tax and sales tax 

domains. Moreover, the roles like Ratio decidendi and Final decision occur many 

times spread over the full judgment in sales tax domain, which is comparatively 

different from other domains. We have implemented the rule-based and CRF methods 

for rent control domain application successfully, and the results are given in the next 

section. We then introduced additional features and new set of rules for the income 

tax and sales tax related judgments. The modification to the rule set and additional 

features are small in number, but show a good impact on the rhetorical status 

classification in the sales tax and income tax domains. It is a common practice to 

consider human performances as an upper bound for most of the IR tasks. Hence, the 

performance of the system has been evaluated by matching with human annotated 

documents. The amount of agreement that can be expected between two annotations 
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depends on the number and relative proportions of the categories used. These details 

are discussed in the next section. 

3.6   Intrinsic System Evaluation 

We evaluate the system performance in terms of the following components: 

• We first report precision and recall values for all the roles, in comparison with 

human performance. We also compared the performance of SLIPPER 

especially on the categories of Ratio decidendi, Final decision and Identifying 

the case, as these three are crucial. 

• We use the Kappa coefficient to compare the inter-agreement between 

sentences extracted by two human annotators for rhetorical role identification 

in legal judgments. 

3.6.1   Evaluating inter-agreement between human annotators 

Two remunerated annotators were used for carrying out two parallel annotation tasks. 

Both are familiar with the reading of legal judgments and understanding the contents 

of the articles because of their professional experience in the legal field. They were 

provided with proper written guidelines describing the semantics of the seven 

rhetorical categories and the relevant information needed for the summary. The 

evaluations of the annotation were in terms of a formal property of the annotation 

namely, reproducibility. Reproducibility, the extent to which different annotators will 

produce the same classifications, is important because it measures the consistency of 

shared understandings (or meaning) of the two annotators. We used the Kappa 
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coefficient K [107] to measure reproducibility. This measure has been increasingly 

used in NLP annotation work [108]. In general, precision and recall scores do not take 

chance agreement into account. The amount of agreement one would expect two 

annotators to reach by chance depends on the number of relative proportions of the 

categories used. Kappa has the following advantages over Precision and Recall 

measure for NLP annotation work [107]:  

� It factors out random agreement. (Random agreement is defined as the level of 

agreement which would be reached by random annotation using the same 

distribution of categories as that by the real annotators) 

� It allows for comparisons between arbitrary numbers of annotators and items. 

 

With P(A) as pairwise agreement, and P(E) as random agreement, the Kappa 

coefficient controls P(A) by taking into account P(E) which is the agreement by 

chance, as per the following equation: 

                             P(A) − P(E) 

                K  =    ----------------                                                                     …….  (3.14) 

                             1 −  P(E) 

P(A) is the observed proportion of annotators giving identical responses on the legal 

judgments, and P(E) is the proportion of annotators that would be expected to give 

identical responses on the basis of chance alone. As per the formula, K=0 when there 

is no agreement other than what would be expected by chance, and K=1 when the 

agreement is perfect. If two annotators agree less than expected by chance, Kappa can 

also be negative. When we used the measure of Kappa to evaluate the human 

agreement on the legal judgments, it showed that the two annotators labeled the seven 

categories with a reproducibility of K=0.836, for a sample test population of 16000 
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sentences. This is slightly higher than that reported by Teufel & Moens [38] and 

above the 0.80 mark which Krippendorf [108] suggests as the cut-off for good 

reliability. Since reproducibility is significantly good between the two annotators, we 

have taken the score of one of the annotators as a gold standard arbitrarily for the 

evaluation of our automated results.  

3.6.2   Overall Results  

The results given in Tables 3.5 through 3.7 show that the CRF-based and Rule-based 

methods perform well compared to SLIPPER in terms of precision and recall of the 

important categories, like Ratio decidendi, Final decision, etc. We use F-measure, 

defined by Van Rijsbergen [109] as ((2*P*R) / (P+R)) as a convenient way of 

reporting Precision (P) and Recall (R) as a single value. The F-measures for the 

different role categories range from 0.30 to 0.98. The recall for some categories is 

relatively low. As our gold standard (human annotated) can contain some redundant 

information for the same category, this is not too worrying. However, low precision in 

some category (eg., arguing the case and arguments) could potentially be a problem 

for later steps in the document summarization process. Overall, we find the results 

encouraging, particularly in view of the subjective nature of the task. Figures 3.12 

through 3.14 illustrate that the F-measure performance results of the CRF-based 

method are closer to the gold standard.  

In NLP studies, confusion matrices have typically been used to evaluate 

annotation tasks [110,111]. A confusion matrix [38] contains information about actual 

and predicted identifications of roles by our rule based and CRF-based methods. It 

represents the comparison of automatic and human annotated sentences belonging to 
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seven different roles in this study. Performance of such systems is commonly 

evaluated using the data in the matrix. It is typically called a matching matrix. Each 

column of the matrix represents the instances in a predicted role, while each row 

represents the instances in an actual role. One benefit of a confusion matrix is that it is 

easy to see if the system is confusing between two identified roles (i.e. commonly 

mislabeling one as another). Here we use it to represent the sentence count between 

system-generated and human-generated labels, and to discuss the difficulty of 

identification of certain roles on legal judgments in our work. In this connection, we 

have created two different confusion matrices as in Figure 3.15 through 3.16 related 

to rent control domain for rule-based and CRF-based methods. The numbers represent 

absolute sentence numbers, and the diagonal (boldfaced numbers) are the counts of 

the sentences that were identically classified by both system and the annotator.  

 
Table 3.5   Precision, Recall and F-measure for the seven rhetorical roles related to  

        Rent control domain 
Precision Recall  F-measure Rhetorical 

Roles 

SLIPPER Rule- 

based 

CRF SLIPPER Rule- 

Based 

CRF SLIPPER Rule- 

Based 

CRF 

Identifying 

the case 

0.641 0.742 0.846 0.512 0.703 0.768 0.569 0.722 0.853 

Establishing 

the facts of 

the case 

0.562 0.737 0.824 0.456 0.664 0.786 0.503 0.699 0.824 

Arguing the 

case 

0.436 0.654 0.824 0.408 0.654 0.786 0.422 0.654 0.805 

History of the 

case 

0.841 0.768 0.838 0.594 0.716 0.793 0.696 0.741 0.815 

Arguments 0.543 0.692 0.760 0.313 0.702 0.816 0.397 0.697 0.787 

Ratio 

Decidendi 

0.574 0.821 0.874 0.480 0.857 0.903 0.523 0.839 0.888 

Final decision 0.700 0.896 0.986 0.594 0.927 0.961 0.643 0.911 0.973 

Micro-Average of F-measure   0.536 0.752 0.849 
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Table 3.6   Precision, Recall and F-measure for the seven rhetorical roles related to Income  

                   Tax domain 
Precision Recall  F-measure Rhetorical 

Roles 
SLIPPER Rule- 

based 

CRF SLIPPER Rule- 

based 

CRF SLIPPER Rule- 

based 

CRF 

Identifying the 

case 0.590 0.726 0.912 0.431 0.690 0.852 0.498 0.708 0.881 

Establishing 

the facts of the 

case 0.597 0.711 0.864 0.512 0.659 0.813 0.551 0.684 0.838 

Arguing the 

case 0.614 0.658 0.784 0.551 0.616 0.682 0.581 0.636 0.729 

History of the 

case 0.437 0.729 0.812 0.418 0.724 0.762 0.427 0.726 0.786 

Arguments 0.740 0.638 0.736 0.216 0.599 0.718 0.334 0.618 0.727 

Ratio 

Decidendi 0.416 0.708 0.906 0.339 0.663 0.878 0.374 0.685 0.892 

 

Final decision 0.382 0.752 0.938 0.375 0.733 0.802 0.378 0.742 0.865 

 

Micro-Average of F-measure   0.449 0.686 0.817 

 

Table 3.7   Precision, Recall and F-measure for the seven rhetorical roles related to  

                  Sales Tax  domain 
Precision Recall  F-measure Rhetorical 

Roles SLIPPER Rule- 

based 

CRF SLIPPER Rule- 

based 

CRF SLIPPER Rule- 

based 

CRF 

Identifying the 

case 0.539 0.675 0.842 0.398 0.610 0.782 0.458 0.641 0.811 

Establishing 

the facts of the 

case 0.416 0.635 0.784 0.319 0.559 0.753 0.361 0.595 0.768 

Arguing the 

case 0.476 0.718 0.821 0.343 0.636 0.747 0.399 0.675 0.782 

History of the 

case 0.624 0.788 0.867 0.412 0.684 0.782 0.496 0.732 0.822 

Arguments 0.500 0.638 0.736 0.438 0.614 0.692 0.467 0.626 0.713 

Ratio 

Decidendi 0.456 0.646 0.792 0.318 0.553 0.828 0.375 0.596 0.810 

 

Final decision 0.300 0.614 0.818 0.281 0.582 0.786 0.290 0.598 0.802 

 

Micro-Average of F-measure   0.407 0.637 0.787 
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Figure 3.12 Performance as given by F-measure -  Rent Control domain  
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     Figure 3.13   Performance as given by F-measure -  Income Tax domain  
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   Figure 3.14   Performance as given by F-measure -  Sales Tax domain 
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Figure 3.15 shows a confusion matrix between one annotator and the rule-

based system. Given a confusion matrix, where the cells on the matrix diagonal show 

the agreement of our proposed system results with human annotator. In the confusion 

matrix given below, of the 823 sample of actual arguments role, the system predicted 

that 83 samples were of the role arguing the case. Out of the 159 samples of arguing 

the case, it predicted that 28 samples were arguments. We can see from the matrix 

that the system has trouble distinguishing between the roles arguments and arguing 

the case. It also shows a tendency to confuse history of the case with other roles. It is 

able to identify the other roles in the document pretty well.  

 Identifying 

the case 

Establishing 

the facts of 
the case  

Arguing 

the case 

History of 

the case 

Arguments Ratio of the 

decision 

Final 

decision 

Total 

Identifying the 
case 

49 2 0 5 5 0 0 61 

Establishing the 

facts of the case  

4 309 1 28 7 37 18 404 

Arguing the 

case 

2 1 112 12 28 4 0 159 

History of the 

case 

51 84 97 1826 289 167 34 2548 

Arguments 5 11 83 111 578 28 7 823 

Ratio decidendi 2  12 0 12 7 185 10 228 

Final decision 

 

0 0 0 6 3 6 90 

 

105 

Total  113 419 293 2000 917 427 159  4328 

 

Figure 3.15    Confusion Matrix:  human v. automatic annotation - Rule based 

Figure 3.16 shows a confusion matrix between one annotator and the CRF-based 

system. The system is also likely to confuse arguing the case and arguments roles 
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(e.g. 823 samples of arguments, the system predicted that 58 were incorrectly 

classified as arguing the case compare to 83 misclassified samples in Figure 3.15).  It 

also shows a tendency to confuse history of the case and arguments roles.  Comparing 

the Figures 3.15 and 3.16, we found that there were a lot of improvements in the 

accuracy level with the CRF-based system. This analysis further emphasizes what was 

earlier illustrated with precision, recall and F-measure scores in Figures 3.12 through 

3.14. 

 

 Identifying the 

case 

Establishing 

the facts of 

the case  

Arguing 

the case 

History 

of the 

case 

Arguments Ratio of 

the 

decision 

Final 

decision 

Total 

Identifying the case  53 2 0 4 1 1 0 61 

Establishing the 

facts of the case  

       2 358 1 24 7 4 8 404 

Arguing the case  2 1 128 7 19 2 0 159 

History of the case  51 54 20 2048 218 143 14 2548 

Arguments  2 11 58 40 697 13 2 823 

Ratio decidendi  1 2 0 10 3 206 6 228 

Final decision  0 0 0 2 0 2 101 

 

105 

Total  111 428 207 2135 945 371 131  4328 

 

Figure 3.16    Confusion Matrix:  human v. automatic annotation - CRF based 

3.6.3   System Output: the example judgment 

In order to give a better impression of how the figures reported in the previous section 

translate into real output, we present in Figure 3.17 the output of the system when run 

on the example judgment (only important roles needed for final summary are given 

here). The second column shows whether the human annotator agrees with the system 

System 

Actual 
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decision (a tick for correct decisions, and the human preferred category for incorrect 

decisions).  11 out of 15 labelled sentences have been classified correctly. 

System  Human  

Establishin

g the facts 

of the case 

History 

of the 

case  

 

    √ 

In the instant case there is no fixed term lease, but the lease deed as only given an 

option to the tenant to continue on condition on an increase of 10% in the 

monthly rental amount every three years.  

 

We find no reason to disturb the said finding.  

Arguing 

the case 

 

     √ 

 
 

     √ 

 

 

 

 

 

 

 

   √ 

 

History 

of the 

case 

When the matter came up for hearing counsel appearing for the revision 

petitioners submitted that the Appellate Authority has not properly appreciated 

the terms of lease deed A7. 

 

Counsel submitted term of the lease is liable to be extended every three years at 

the option of the tenant an such option has been exercised by the tenant 

continuously till date and even threafter during the pendency of the present 

proceedings. 

In order to establish this contention reference was made by the counsel to the 

decision of the Apex Court in Laxmidas Babudas, Darbar v. Rudravea, 2001 (3) 

K.L.T. 324.   

 

Counsel further submitted the Appellate Authority failed to consider the spirit 

and import of Section 11 (9) of the Act. 

 

Consequently, Rent Control Appellate Authority ought not have ordered eviction 

on the grounds under Sections 11 (3) or 11 (8) of the Act. 

Arguments  

    √ 

 
 

     √ 

 
Arguing 

the case 

As held by the Apex court in Nai Bahu v. Lala Ramnarayan, AIR 1978 SC 22 the 

provisions in the Rent control Act would prevail over the general law of the 

landlord and tenant 

 

Rent Control Act is a piece of social legislation and is meant mainly to protect 

the tenants form frivolous eviction. 

 

The Apex Court in Muralidhar Agarwal v. State of U.P. AIR 1974 SC 1924 held 

that an agreement in the lease deed providing that the parties would never claim 

the benefit of the Act and that the provisions of the Act would not be applicable 

to the lease deed is illegal.   

Ratio 

decidendi 

 

   √ 

 

   √ 

 

   √ 
 

     

   √ 

We are of the view that a tenant or landlord cannot contract out of the provision 

in the Rent Control Act if the building lies within the purview of the Rent Control 

Act. 

 

We are of the view that clause, as such do not take away the statutory right of the 

landlord under the Rent Control Act. 

 

We are of the view landlord has made out sufficient grounds in the petition under 

Section 11 (3) of the Act. 

 

We are of the view in the facts and circumstances of the case, landlord has 

established the bona fide need for own occupation under section 11 (3) as well as 

under section 1 (8). 

Final 

decision 
   √ Revision lacks merits and the same is dismissed in limine. 

Figure 3.17 System output compared with human-generated for an example judgment  
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The above example also shows that the determination of rhetorical status is not 

always straightforward. For example, the first establishing the fact of the case labelled 

sentence which the system proposes should be classified as history of the case. It also 

shows a tendency to confuse between arguing the case and arguments roles. An 

intrinsic evaluation of final summary given in chapter 6 shows that the end result 

provides considerable added values when compared to earlier sentence extraction 

method. 

3.7   Discussion  

We agree that the set of sentences chosen by the human annotator is only one possible 

gold standard for evaluation of our system results. What is more important is that 

humans can agree on the rhetorical status of the relevant sentences. Liddy [112] 

observe that the agreement on rhetorical roles was easier for professional annotators 

than selection of relevant sentences. 

Generally, there is no uniform agreement on which individual sentences 

should go into an abstract, but there is better agreement on which rhetorical 

information makes up a good summary. The task for our annotators was to classify 

the sentences from a set of 200 documents related to three sub-domains namely rent 

control, income tax and sales tax into seven rhetorical categories. We found that the 

agreement between annotators is very high as measured by the Kappa coefficient.  

We evaluate our work in two steps: first, the evaluation of inter-agreement 

between two annotators on the rhetorical role identification of the legal judgments; 

and then compare the evaluation results of CRF-based with other methods. The first 
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step is helpful in defining a gold standard for the human annotation. The evaluation of 

the second step looks promising enough as we obtained more than 80% correct 

identification in 5 out of 7 categories (which included the most important Identifying 

the case and Ratio decidendi) and nearly 70% in Arguments and Arguing the case 

rhetorical roles as shown in Table 3.5 through 3.7. Making use of the precision and 

recall values for the seven rhetorical categories using CRF model (Tables 3.5 through 

3.7), it is verified that the system performs well for Ratio decidendi and Final decision 

which are the main contents for the headnotes generated by human experts. The role 

Identification of the case may not be precisely identifiable for some of the documents.  

To overcome this difficulty the ratio is rewritten in question format in such cases 

which improves the readability of the final summary.  

3.9.   Conclusion 

In this chapter, we have presented an annotation scheme for the rhetorical structure of 

the legal judgments, assigning a label indicating the rhetorical status of each sentence 

in a specific portion of a document.  The annotation model has been framed with 

domain knowledge and is based on the genre analysis of legal documents.  

This chapter also highlights the construction of proper features sets for the 

efficient use of CRFs in the task of segmentation of a legal document along different 

rhetorical roles.  The identified roles can help in the presentation of extracted key 

sentences at the time of final summary generation. While the system presented here 

shows improvement in results, there is still much to be explored. The segmentation of 

a document based on genre analysis is an added advantage and this could be used for 

improving the results in the later stages of document processing.  
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CHAPTER 4 

 

ONTOLOGY BASED QUERY PROCESSING  

FOR THE LEGAL DOMAIN 

 
This chapter addresses the problem of developing a legal ontology from a given legal 

corpus in order to facilitate quick access to the relevant legal judgments. The 

knowledge base developed in this process can be used for enhancing the user query 

and hence to retrieve more judgments which satisfy the user requirements. The 

retrieved judgments are used for generating a document summary which will make 

the user understand the related case histories quickly and effectively. This will be 

useful to the advocates at the time of handling new cases, and also to the judges who 

want to write a judgment for new cases. We have proposed a novel comprehensive 

structural framework for the construction of an ontology that supports the 

representation of complex legal judgments. The terms defined in the ontology contain 

the word features as well as various other features like handling of multiple words, 

synonyms, etc., which can guide the enhancement of queries in retrieving relevant 

judgments.  

In this study, the legal ontology has been constructed by utilizing the legal 

concepts from a source ontology and also from a case ontology. The source ontology 

is a collection of terms built by establishing semantic relationships between the terms 

selected from legal sources. A case ontology describes various violations, claims etc., 

in a hierarchical tree structure that is used for determining the legal rights appropriate 

for a given case.  

We evaluate the proposed system using queries generated by legal and non-

legal users. In this process, the performance of the proposed system is compared with 
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the human generated search results and also with standard Microsoft Windows search 

query results [113]. A software environment has been developed to help a legal user 

to query the knowledge base with his domain experience to extract the relevant 

judgments. 

4.1. An Ontology for Information selection 

        An ontology is defined as an explicit conceptualization of terms and its 

relationship for a domain [7].  It is now widely recognized that constructing a domain 

model or ontology is an important step in the development of knowledge based 

systems [8]. In this work, we describe the construction of a legal ontology that is 

useful in designing a legal knowledge base to answer queries related to legal cases 

[9]. The purpose of the knowledge base is to help in understanding the terms in a user 

query by way of establishing a connection to legal concepts and exploring all possible 

related terms and relationships. As a query enhancement methodology, all user 

queries are expanded with the help of the knowledge base, and relevant documents are 

retrieved specific to the query terms. The retrieved documents are processed by an 

extraction-based summarization algorithm to generate a summary for each judgment. 

The proposed work can assist the legal community to have access to the gist of the 

related cases that have bearing on their present case instead of having to read the full 

judgments. The architectural view of the system is shown in Figure 4.1 
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       Figure 4.1   System architecture of an ontology-based information retrieval 

4.2 Importance of new ontology creation for a legal domain  

Legal ontologies are useful to design legal knowledge system, and to solve legal 

problems [9]. In general, an ontology is used to conceptualize a domain into a 

machine-readable format [114]. Researchers have been developing different legal 

ontologies for more than decade. These ontologies were constructed for various 

projects concerned with the development of legal knowledge system and legal 

information management. Among the best known legal ontologies the following ones 

can be mentioned: FOLaw (Functional Ontology of Law) [114], LRI Core [115]; 

Frame-based Ontology [52], and more recently CLO (Core Legal Ontology) and 

Jurwordnet [116]. The details of the ontologies were outlined in Chapter 2. These 

ontologies were developed for computational linguistics studies, sociological studies, 
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etc., or were focused on specific legal environments. The different ideas initiated in 

the above studies were considered based on which we constructed a new legal 

ontology. It is for the purpose of query enhancement through the use of semantically 

and thematically related-terms based on legal theories [116,117]. The previous studies 

discussed in Chapter 2 confirm that most of the ontology development methods 

assume manual construction, although, very few methods have been proposed [57] for 

constructing ontology automatically.  

Ontologies are designed for particular purposes [117]. Assessing the adequacy 

or suitability of an ontology can only be done given the purpose the ontology is 

created for. The criteria which an ontology must fulfill in order to provide the basis 

for knowledge representation are far stricter with respect to completeness and the 

detail required than the one which is merely meant to characterize an approach to 

legal knowledge systems for the purpose of contextualizing work.  Following are the 

motivations for producing ontologies [117] in the context of:  

• Knowledge sharing:  For sharing knowledge between different knowledge 

systems, whatever stored must be make explicit so that there is a common 

understanding of the represented knowledge.  

• Verification of a knowledge base: As the acceptability of knowledge is 

ascertained by testing, correct behavior of a system is taken to imply that the 

knowledge base is correct. 

• Software engineering considerations:  There is a requirement for proper 

documentation, to guide both end-users and any future maintainers of the 

related process/resources. An ontology here provides much of the 

documentation for supplying definitive answers to questions of this sort. 
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• Knowledge acquisition:  It is the process guided by the experts and the skill of 

the knowledge engineer in eliciting knowledge from them. If the 

conceptualization is explicit, the knowledge engineer will have a framework 

by which to guide the knowledge acquisition. 

• Knowledge re-use: It is a process to exploit the design of systems in the same 

or related domain. In the case of the same domain knowledge can simply be 

adopted and used to supply the vocabulary to design another system, 

otherwise, it may be necessary to refine the conceptualization to take it to a 

greater level of detail and extend it for a new application in the domain. In any 

event the “ontology” of one application will be a reusable component in the 

design of a new application. 

• Domain-theory development:  When dealing with radical differences in the 

way in which the domain is conceptualized, an ontology will greatly facilitate 

fruitful discussion and comparison of different approaches.  

 

All or any of the above could be a sufficient reason to provide an ontology 

while designing a knowledge system [117]. All of the above apply with equal or 

greater force when the knowledge system is in the domain of law: the inter-relation of 

law makes it a natural area for knowledge sharing; the importance of legal decisions 

argues for a high level of verification; the rate of change of law argues for readily 

maintainable systems, a well-known software engineering problem; knowledge 

acquisition is no less a problem in law than in other domains; the similarity of 

different branches of law urges the design of re-usable frameworks, and the lack of 
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fundamental theoretical agreement suggests that we should reap whatever insights that 

are available in the way of domain theory development.  

In our work, a methodology to create a legal ontology from a set of legal 

documents has been proposed. It considered the issues of knowledge sharing, 

acquisition and re-use. It is based on the following steps:  

• Definition of source ontology/ case ontology; 

• Identification of concepts referred to in the legal documents and extraction of 

its properties;  

• Identification of relations between the identified concepts;  

• Definition of an initial top-level ontology based on our novel framework;  

• Creation of an ontology using the identified concepts and relations;  

• Addition of different features for identified concepts to enable better query 

enhancement process;  

• Development of a software environment for easy access of knowledge base 

depending on the user query. 

 

The legal ontology in our context has been defined as an ontology of Indian 

law tailored for information retrieval tasks. We have considered three sub-domains: 

rent control, income tax and sales tax, for the legal ontology construction. This can be 

extended for other sub-domains. We use the codes in Indian law as the basis of legal 

norms used to infer the legal concepts, and the semantic relations among the concepts. 

Such an ontology is useful in the information retrieval contexts by providing more 

judgments relevant to an user query, as well as in the broad access of legal knowledge 

bases. For the ontology development, a new framework has been designed 
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considering all the top level components and other related components in the form of 

general conceptual hierarchical structure. The hierarchical structure identified in this 

process guides the construction and establishment of the relationship between the 

terms that represent a legal concept. The above discussions emphasize the need for a 

new legal ontology for query enhancement.  In general, the construction of legal 

ontology is a difficult problem which will be discussed in the next section. 

4.3   Difficulties in constructing a legal ontology  

Building an ontology for legal information retrieval purposes for such a vast domain 

leads to some difficulties [118]. 

 

1. The difficulty is essentially due to the complexities of the domain: specific 

vocabularies of the legal domain and legal interpretations of the expressions 

that can produce many ambiguities. 

2. Legal experts may disagree on some points such as determining whether a 

given legal concept is effectively a part of another legal concept, or in 

assessing whether a given legal concept is relevant to different legal sub-

domains. 

3. Large variability of definitions of legal concepts is another issue.  The 

meanings of legal concepts, and the concrete facts or points covered by it 

(labeled by legal terms) may vary.  Also, the legal concept definition can 

vary depending on the specific period or the judges. 
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4. Compared with other domains it is more difficult in the legal field to 

identify the sub-domain terms in view of the large variability, which may 

even be subjective. 

5. Like in all the domains, lexical phenomena such as synonymy, polysemy, 

etc., are encountered in the legal fields also. Association among the terms 

with different degrees of similarity causes the synonymy problem, and 

polysemy is due to the variation of term definitions in the concerned legal 

sub-domain. 

6. The ontology can be created automatically, but it is not possible to create 

many hierarchical relations among the concepts.  

 

This research work addresses several challenges in ontology creation, 

maintenance, retrieval from the original documents. To provide valuable, consistent 

ontology-based knowledge services, the ontologies are manually created with high-

quality instantiations. The manual ontology creation is labor intensive and time 

consuming, while automatic ontology creation is difficult to implement [57]. Some 

semiautomatic approaches create document annotations and store the results as 

assertions in an ontology. Other methods add relationships automatically between the 

instances only if they already exist in the knowledge base; otherwise, user 

intervention is requested. But no specific method can be followed to do both 

automatic creation and establishment of the relationship between the concepts without 

human intervention. According to Gruber [7] “Automatically populating an ontology 

from diverse, distributed web resources also presents difficulties, particularly in that 

of consolidating duplicate information that arises while extracting similar or 
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overlapping information from different sources”. The legal ontology designed in our 

study deals with distinct concepts and its relationships related to three sub-domains, 

and it is arranged in a hierarchical structure to avoid duplication and irrelevant 

information. Thus, the construction of an ontology needs a basic framework to include 

all the variabilities of legal concepts and also to establish a good relationship between 

the concepts. Our work on ontology construction addresses the following issues:  

• Development of a source and a case ontology related to the legal domain 

which provides semantic and basic information needed for the terms. Key 

legal concepts are derived based on the terms and their relationships. 

• Development of a novel structural framework for the building up of  a 

knowledge base. 

• Using the ontology to describe and structure the terms and their relations that 

need to be probed in three different sub-domains (Rent Control, Sales Tax and 

Income Tax). 

• Presenting a Meta level view on the sub-domains which explore the terms and 

their relationships from case ontology. 

• Enhancing the terms mentioned in the user query to minimize the irrelevant 

responses using the legal ontology.  

• Addition of new documents to the legal ontology through XML 

representations. This process may be automated later. 

4.4   Ontologies Representation 

In this section, we consider how to use source and case ontologies in building a legal 

ontology in order to find out the key concepts. In this process, there are two hard 
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issues which need to be addressed. The first one is to find out the best categorization 

of a given legal concept in source and case ontologies, and second one is to generalize 

the concepts defined in the source ontology so as to find out a structural framework to 

create the legal ontology.  

4.4.1 A Source Ontology 

In this work, initially a focused domain dictionary that contains more than 1000 words 

is created. These words were extracted from the legal sources some of which are 

exclusively related to the sub-domains considered.  Each of the words in the 

dictionary has basic, semantic, and supplementary information associated with it. The 

basic information corresponds to the meaning of the word and represents the common 

public knowledge. From the basic information, we proceed to create the semantic 

information by establishing its relationship to other words in the legal domain. The 

words in the legal domain represent either a process (doing) or a status (being). A 

legal description of a process or a status is known as a concept. The semantic 

information provides links like is a, kind of, etc. to different words, each one of which 

may come under one or more distinct concepts. The detailed descriptions of the 

various links supported by our ontology are given in Appendix B.  Such descriptions 

are mostly found in statutory enactments or in judicial interpretations which are also 

known as case law/precedents. The semantic information of a word establishes the 

distinct context associated with it. Higher level concepts can be defined by grouping 

together lower level concepts based on the similarity of their descriptions.  At the end, 

the whole schematic converges into a single concept through a hierarchical structure 

which represents the law (sub-domains) under consideration. For example, the words 
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‘building’ and ‘eviction’ give the basic information that building is a property and 

eviction is a forcible act. The semantic information is shown in   Figure 4.2. 

 

Building Eviction 

It is a status (things) 

It is a property 

In property, it is tangible property 

In tangible, it is immovable property 

Being immovable property, it is covered 

by transfer property act, land acquisition 

act, urban ceiling act, city tenants 

protection act, land reforms act,  rent 

control act, etc. 

It is a process (events) 

It is a forcible act 

In that it can be legal or illegal. 

It can be covered by Indian penal code, 

land acquisition act, city tenants 

protection act, land reforms act,  rent 

control act, etc.  

                 Figure 4.2   Sample information of source ontology 

 

From Figure 4.2, it can be seen that the concept of transfer of property and the 

concept of Indian penal code apply to the words ‘building’ and ‘eviction’ 

respectively, but not to both. So the applicable concepts (sub-domains) cannot be 

transfer of property act or Indian penal code. By extending the above process of 

elimination through establishing a semantic relationship to other words in a legal 

document, we will be able to identify ultimately a unified concept which is the law 

(sub-domain) applicable. The other features of word like synonyms, related words and 

the types of relations are considered as supplementary information. The dictionary of 

words along with associated information is compiled to form the source ontology and 

details are given in Appendix B. 

4.4.2 A Case Ontology 

A case ontology depicts the relationships between various legal rights in the form of a 



 

 

 

 

 
 

 

 

 

109 

tree structure as shown in Figure 4.3. The concept of legal rights comes under 

different categories like constitutional, civil, criminal, etc. The rights and remedies 

with reference to a status or a process are determined by a recognized law. A law is a 

predetermined set of rules governing relations in a society ensuring safeguard of these 

rules by punishing any violations. These laws are made through enactments, by 

customs and practices, or by judicial interpretations. All of these are grouped under 

the category acts in our proposed framework.  

A status can be of groups, persons or things.  Similarly process relates to 

events which include its consequences. Facts of a case may relate to status and 

process. Rights and remedies cannot be determined without reference to a recognized 

law. For instance, in a reported case number 03KLC-1058 (www.kerelawyer.com), a 

tenant was resisting eviction from a building on the ground that a daughter-in-law of 

the landlord cannot be a family member, and hence eviction on the ground of bona-

fide need for own use or use of family member of a landlord is not applicable. It was 

held by the court that the daughter-in-law came within the scope of family members 

under rent control act, and hence eviction was applicable. Here, the status is building 

(things), tenant, landlord (persons), and the process is eviction (event). Facts of the 

case are bona-fide own use and claim by daughter-in-law as a family member of 

landlord. Civil right of eviction has been determined under the sub-domain rent 

control act.  
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                     Figure 4.3   A Hierarchy in a case legal ontology 
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It can therefore be seen that the semantic and basic information provided with 

words and concepts (from source ontology) lead us to develop a framework for 

construction of the legal ontology. The current study focuses only on civil statutes in 

which sub-domains taken for consideration are rent control, income and sale tax acts. 

These sub-domains are selected having regard to the area of specialization of the 

annotators engaged in this study. The case ontology structure shown in Figure 4.3 was 

verified for its appropriateness by a human expert. 

4.5   A Proposed Legal Ontology Framework 

As already stated, a law is essentially about determination of rights and remedies 

under a recognized law (acts) with reference to status (persons and things) and 

process (events) having regard to the facts of the case. The five basic components 

namely persons, things, events, facts, and acts are used to develop a framework for 

the construction of legal ontology. In our framework, we first identify the hierarchal 

structure of legal concepts through source and case ontologies, and fit them into 

standard basic components. The related terms and their basic components are 

identified to construct the legal ontology. The components of proposed framework 

were identified based on several discussions we had with the legal communities 

related to different sub-domains. A partial view of legal ontology is given in Figure 

4.4. 
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            Figure 4.4   An extract of legal ontology framework on selected sub-domains. 

There are two main approaches for building an ontology [120]. The first is a 

bottom-up approach. In this approach, all the elements needed are extracted from 

appropriate documents to compose an ontology. The main difficulty is that it needs 

more information to determine which documents are appropriate to compose a 

reference corpus. The second is the top-down approach. The top-down approach 

begins by asking domain experts to agree on a unique point of view in their 

specializations. This unique point of view is taken as the basis for constructing an 

ontology. The main difficulty is the time duration taken by experts to come to an 

agreement. But it gives better results compared to the first one for IR-oriented 

ontology.  
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Table 4.1    Basic description of the components of ontology framework 

Components Description of components 

Person Two contending parties appear before the court to resolve their 

conflict; one of the parties will be the subject. The object will be 

either a thing or a person. 

Things An object can be either a thing or animate beings including humans. 

The thing can be either corporeal or incorporeal. Subject action on the 

object or with respect to object has an impact or consequence on the 

other contending party. 

Event The ultimate /last facts in a process (series) of facts that have given 

rise to the conflict/that have triggered conflict between the contending 

parties. The conflict is about the duty/obligation (or right) of 

contending parties. 

Facts This constitutes the process. Subject’s actions in relation to an object 

consequently constitute the process that has or is likely to have or is 

apprehended to have an impact on the contending parties. Facts and 

circumstances of the case that are serious / relevant make up the 

process. 

Acts Courts always deal with an application of law to the given facts. The 

law applied is extracted from the relevant statutes / provisions / rules / 

regulations / articles / judicial interpretations that are called acts. 

 

We present a top-down approach in the construction of sub-components by 

using domain knowledge. A top-down approach starts with the definition of the most 

general concepts in the domain along with subsequent specialization of those 

concepts. For example, we start with the class of legal concepts. Then we refine this 

further by creating some of its subclasses corresponding to top-level components. An 

initial ontology hierarchy given in Figure 4.4 has five important top-level components 

(classes) of knowledge in the legal domain – person, things, event, facts and acts – 

which are identified and their descriptions are given in Table 4.1.  

We can further categorize the person class, as for example into petitioner and 

respondent, and so on. There are different kinds of relations like is-a, kind-of, 

composed-of etc., which are used in the formation of an entire ontological structure to 

describe the relationship between this term and the other terms, and the semantics. 
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Now, we will discuss how to extract the domain terms and establish the relationship 

between them. 

4.5.1   Selecting domain terms and identifying relations among terms 

Initially, a list of candidate domain terms is identified from the source ontology. 

These candidate terms are grouped under different top level components to exploit 

what is called discourse structure suggested by Moens [121]. These terms are then 

thematically divided into different sub-components. These sub-components are given 

titles to reflect the underlying themes.  We did a simple frequency analysis on this list 

to prune some uninteresting terms. We consider the remaining terms as domain terms. 

Some of the most frequent domain terms are act, section, goods, building, receivable 

etc. This sub-list allows us to define the initial components of the proposed ontology.  

A comprehensive work has been performed for the compilation of each top level 

component. As a result, each component is rationally organized and suffers no 

repetition.  We present briefly the critical points for a successful integration of 

ontologies in a query enhancement scheme for the information retrieval task.   

4.6   IR-Oriented Legal ontology 

Ontologies play a central role in the representation of legal concepts and can be used 

to enhance existing technologies from machine learning and information retrieval. 

Many of the existing systems using ontologies have typically employed bag-of-words 

method [119], where each single term in the collection is used as a feature for 

representing document content. Moreover, the systems using only words as features 
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exhibit a number of inherent deficiencies like the inability to handle synonymy, 

polysemy, etc. In addition to word features, we have considered other features in this 

study to handle the user queries and to retrieve related documents from our collection. 

The additional features considered in this study include the handling of multiple 

words, different words with same meaning (synonymy), word with multiple meaning 

(polysemy) and also by considering high level abstraction instead of low level 

abstraction of terms defined in the ontological structure. Figure 4.5 shows a possible 

breakdown among the different levels of granularity.   

Legal is the most general concept. Person, Things, Event, Facts and Acts are 

general top-level concepts. Corporeal and Incorporeal are considered for the middle-

level concepts. Movable and Immovable are the most specific classes in the hierarchy 

(or the bottom level concepts). In the top-down approach, we usually start by defining 

the main components. From the list created during initial ontology generation, we 

select the terms that describe the concepts having independent existence rather than 

terms that describe these concepts. These terms will be sub-components in the 

ontology and will become anchors in the hierarchy structure. Figure 4.6 shows a part 

of the component hierarchy for the legal ontology. We organize the components into a 

hierarchical taxonomy by understanding the instance of one sub-component. The sub-

component will necessarily (i.e., by definition) be an instance of some other 

component. This hierarchy satisfies the important class property:  If a class A is a 

super class of class B, then every instance of B is also an instance of A. The 

component hierarchy represents an is-a relation: a component X is a sub-component 

of Y if every instance of X is also an instance of Y. For example, corporeal is a sub-

component of Things. 
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               Figure 4.5   Prototype of class hierarchy in a case ontology. 

 

Figure 4.6 Properties of components in a legal ontology 

 

Another way to think of the taxonomic relation is as a kind-of relation: Goods 

is a kind of Movable thing. A building is a kind of an Immovable thing. We 

implemented this ontology in protégé (http://protege.stanford.edu), a graphical 

ontology editor tool that also stores the knowledge base in XML representation. 

Different types of formats are available to represent the Knowledge base. In this 



 

 

 

 

 
 

 

 

 

117 

study, we preferred to use XML representation due to the interest of converting the 

process into a semi-automatic one at a later stage. The idea of using protégé plug-ins 

is to convert ontological terms into XML representations using class hierarchy 

structure.  

<simple_instance> 

  <name>01kcl91</name> 

  <type>case</type> 

  <own_slot_value> 

   <slot_reference>petitioner</slot_reference> 

   <value value_type="simple_instance">tenant</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>Respondent</slot_reference> 

   <value value_type="simple_instance">landlord</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>thing</slot_reference> 

   <value value_type="simple_instance">building</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>event</slot_reference> 

   <value value_type="simple_instance">eviction</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>fact</slot_reference> 

   <value value_type="simple_instance">bonafide need</value> 

   <value value_type="simple_instance">own use</value> 

   <value value_type="simple_instance">necessary 

repairs</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>act</slot_reference> 

   <value value_type="simple_instance">11(2)(b)</value> 

   <value value_type="simple_instance">11(8)</value> 

  </own_slot_value> 

  <own_slot_value> 

   <slot_reference>grp</slot_reference> 

   <value value_type="simple_instance">rent control</value> 

  </own_slot_value> 

 </simple_instance> 

 

    Figure 4.7   XML output – A sample instance of annotated legal judgment  
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The proposed ontology based system moves toward automatic feeding of legal 

documents to the ontology. XML representation of the training documents belonging 

to different sub-domains represent information extracted in legal judgments with 

respect to our ontology framework using tags mapped directly from ontology class 

and relationship names. Figure 4.7 shows an example (instance) of this XML 

presentation and how the new structural framework asserts it in the ontology. 

                        

                Figure 4.8    Software Environment for Document Retrieval 

 

The user interface is created as a part of system development to make the 

query enhancement much simpler.  The format of user interface is shown in Figure 

4.8, which illustrates the expectation of proper usage by legal users to mine the 

knowledge base to retrieve relevant judgments.  It is designed in such a way to help 
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the legal users to choose multiple options to query the knowledge base. Also there is a 

provision for continuing the search operations by adding more options. For example, a 

user can begin by choosing an appropriate group rent control. Alternatively a user 

may chose eviction under events to get all the eviction related cases. This will 

automatically set the group to rent control. To filter out the eviction cases for 

particular facts, he can chose the options in the facts column and press the continue 

search button. It can bring out the filtered information which is more suitable for the 

user in decision making. In this design, the legal user is able to use the ontology in 

order to appropriately structure the query so as to retrieve more relevant documents. 

This is a form of query enhancement that uses the legal ontology as background 

knowledge.  Further enhancement of a query is done by adding the appropriate 

supplementary information given in the ontology to the query terms.  In the next 

section, we present the results comparing the performance of both levels of query 

enhancement with the baseline retrieval system. 

4.7 Evaluation of Ontology-based query results 

Ontology evaluation is an important issue that must be addressed if ontologies are to 

be widely adopted in information retrieval applications [123]. In general, ontologies 

have been employed to achieve better precision and recall in the text retrieval systems 

[124]. In this study, we have measured the effectiveness of ontology-based search 

results which help the users to judge the relevance of retrieved documents. For this, 

we have employed measures like Precision (P), Recall (R) and F-measure (F) to 

evaluate the results of our method with human generated ideal search results. It is also 

compared with query-based search techniques of Microsoft Windows which has been 
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considered as a baseline in this study [113].  Precision is the ratio of the number of 

relevant documents retrieved by the system to the total number of documents that 

human subjects judge as relevant. Recall is the ratio of the number of relevant 

documents retrieved by the system to the total number of relevant documents in the 

corpus. F-measure is the weighted harmonic mean of precision and recall. Around 100 

queries given by both legal and non-legal users were considered for evaluation. We 

asked our legal experts to find the set of relevant documents related to the above set of 

queries. This set has been considered as the “gold standard” for the evaluation of 

results of windows search and ontology-based methods. 

Table 4.2   Precision, Recall and F-measure for comparison of methods 

Legal User Non-legal user Method/type of 

user P R F P R F 

1.Microsoft 

Windows Search 

0.561 0.724 0.634 0.683 0.772 0.724 

2. Ontology based 

without query 

enhancement 

0.718 0.917 0.805 0.834 0.862 0.837 

3. Ontology-

based with query 

enhancement 

0.829 0.967 0.893 0.879 0.919 0.899 

 

The findings which given in Table 4.2 show that our ontology-based method 

yields a relative improvement of 25% compared to the baseline on legal user queries 

and 15% on non-legal user queries. This difference in success rate is due to the usage 

of complex legal terms by experts in their query. Comparing the ontology-based 

methods given in Table 4.2, we find that the one with query enhancement shows 

better performance than the one without. The integration of many features for a term 

in the newly developed knowledge base, as discussed in section 4.6, yields excellent 

improvement in query results compared to the baseline. From Table 4.2, it is clearly 
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seen that there is an increase in precision score in ontology-based with or without 

query enhancement system. Obviously it is due to the availability of knowledge base. 

A further improved result with query enhancement procedure is due to the expert 

usage of our user interface by legal experts. The legal experts are given an option to 

choose the framework terms which are relevant to their query.  

 

    Figure 4.9   Precision and Recall measures based on legal user queries 

 

    Figure 4.10   Precision and Recall measures based on non-legal user queries 
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Accuracy is another measure of evaluation to measure with only one answer 

per question is allowed. That is, there is retrieval of exactly one document for a query. 

The accuracy measured thus for our ontology-based query enhancement scheme was 

96%, which is 18% more than the one for the baseline method. There is an 

improvement in results for the ontology-based methods over the baseline for all 

measures, as shown in Figures 4.9 and 4.10.  

 

Table 4.3 Paired t-test values for performance measures of ontology-based with (3)   

and without (2) query enhancement compared  with MS Windows search results 

(1). 

 
Precision Recall F-measure Significance 

Level for 

Performance 

Measures 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Legal Users 

1 & 2 

1 & 3 

 

3.75 

6.10 

 

 

p <. 01 

p < .01 

 

8.71 

9.98 

 

p < .01 

p < .01 

 

6.04 

9.70 

 

p <.01 

p <.01 

Non-Legal 

users 

1 & 2 

1 & 3 

 

 

4.84 

7.02 

 

 

 

 

p < .01 

p < .01 

 

 

 

2.12 

4.15 

 

 

 

p< .05 

p < .01 

 

 

2.80 

5.08 

 

 

p <.01 

p <.01 

 

 To substantiate the significance in the measurement, a paired t-test was 

applied to the data.  The details of paired t-test analysis are given in Appendix C. 

Table 4.3 show the calculated t-values with the significance level, indicating that 

the average precision, recall, and F-measure performance measures of ontology-

based methods over windows search results and our methods are significantly 
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score higher over the baseline considered at 99% confidence level (Table I of 

Appendix C).   

4.8   Discussion   

This aspect of work is concerned with the development of a knowledge based system 

useful to the legal communities in information search and retrieval. In this study, we 

have proposed a potentially powerful and novel structural framework for the 

construction of legal ontology. For developing the framework, we discussed with 

many legal experts and it can be adapted to other sub-domains also. The overall 

architectural view of the ontology-based document summarizer is given in Figure 4.1.  

The documents are retrieved from the knowledge base based on the user query. They 

will be finally summarized using our sentence ranking algorithm as discussed in the 

next chapter. Here, we presenting only the ratio decidendi as a part of the summary to 

illustrate the importance of retrieved documents based on a user query given in Figure 

4.11.  

Our ontology-based query enhancement method consistently outperforms the 

MS window search method for all the three sub-domains considered in this study. An 

intuitive explanation for the better performance of our ontology-based system is that it 

provides a knowledge base which had a huge collection of terms and its relationships 

and other related features. Microsoft windows search query looks for the exact pattern 

instead of considering other derived forms of words or phrases. 
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Query:  Whether the special reserve created has to be maintained continuously to claim the benefit? 

Ontology-based query enhancement system returns two documents for the above query which are summarized and 

here  only the ratio decidendi was given for reference 

(Before G.Sivarajan P.R. Raman, JJ) Friday, the 14
th

 February 2003/ 25
th

 Magha, 1924 Case No. ITA.No. 191 of 

2000 Appellant: Kerala Financial Corporation  Respondent: The Commissioner of Income Tax, Cochin. 

Ratio decidendi: We find considerable force in the submission made by the learned counsel for the appellant that 

through the amounts were transferred to “bad and doubtful debts” there was not any existing liability or that there 

was any known liability. In the absence of any condition that it should be continued to be maintained, there is no 

warrant to think that the legislature intended to confer the benefit of the provision only if it continued to maintain 

the reserve. In the above circumstances, we hold that the decision of the Tribunal holding that the assessee is not 

entitled for the benefit of Section 36(1) (viii) is erroneous of law.  

(Before G.Sivarajan K. Balakrishnan Nair, JJ) Monday, the 11th November 2002/ 20th Karthika, 1924 Case No. 

ITA.No. 161 of 2001 Appellant: The Dhanalakshmi Bank Ltd  Respondent: The Commissioner of Income Tax, 

Cochin. 

Ratio decidendi: To make it clear, if the bad debt written off relates to debts other than for which the provision is 

made under clause (viia), such debts will fail squarely under the main part of clause (vii) which is entitled to 

deduction and in respect of that part of the debt with reference to which a provision is made under clause (viia), the 

proviso will operate to limit the deduction to the extent of the difference between that part of debt written off in the 

previous year and the credit balance in the provision for bad and doubtful debts account made under clause (viia). 

We are of the view that the matter requires fresh consideration in the light of the said interpretation accordingly, 

we are of the view that the matter must go back to assessing officer for consideration with reference to the 

interpretation placed by us in this judgment in the first instance. 

Figure 4.11    System outputs (indicative summaries) for a sample query 

 

For example, for a query containing the phrase rental arrears, windows can 

search only the documents with the phrase ‘rental arrears’ present. But our method 

checks the documents for rental arrears, rent in arrears, default of payment of rent and 

such other related phrases. As another example, for a phrase increase in rent, our 

approach can also look for exorbitant rent, and enhancement of rent in addition to the 

given phrase. Moreover, it can discard the phrases of simple descriptions containing 
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only some word components not relevant to the defined framework. That is, the 

ontology-based system can consider the next level in hierarchy for a given particular 

word or phrase.  

One of the limitations of this ontology creation is that any errors that may have 

crept in due to human mistakes, at the time of annotation of documents, will affect the 

search results. With regard to the difficulties discussed in section 4.3, we make the 

following observations in our study. The ontology-based system provides 

significantly more flexibility in retrieving the correct set of judgments for the related 

query. Achieving something similar with ad-hoc query expansion techniques is 

difficult due to the enormous number of parameters employed [124]. We have 

covered semantic variations in the present ontology, but coverage may decrease if the 

terms cannot be expanded sufficiently. In this approach, we avoid confusion between 

ontology relation and synonymous names that connect the same components, by 

specifying appropriate synonyms for the terms in the components and relations to 

avoid possible ambiguities. Specificity also presents challenges to the ontology 

creation. For example, we can easily identify a referential entity as a person; but it is 

harder to deduce whether the person is a petitioner or a respondent. We could infer 

that related knowledge is known when we extract more facts about the person, such as 

information about the case facts and arguments. Likewise, identification of 

component terms may prove difficult, if extracted sentences contain co-references 

which usually can be resolved only with the availability of overall contextual details. 

The user interface created for this application can also play an important role in 

overcoming some of the difficulties by allowing the legal experts to choose the proper 

terms and cue phrases based on their query terms.    
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One significant advantage of working with an ontology framework is that it 

gives a simple way to integrate other sources of knowledge into the model in an 

exploratory manner. One could consider, for instance, extending this model to other 

sub-domains for the retrieval of relevant documents based on a user query, where the 

user would explicitly model terms and their relationships across several related 

documents in a given collection.  Alternatively, one may fit in the document details 

belonging to other sub-domains into the same framework for more easy access and 

query processing, but that will reduce the precision. The user interface developed may 

have more options thereby enabling the user to reduce the number of terms for query 

processing.  

The representation in XML format of the data can pave the way for an 

approach to automatically update the details of new documents into the ontology in 

future. Once the system identifies the concepts present in the new judgment, the 

document can be converted using a suitable tag set into the XML representation. The 

newly added judgment in XML format can be updated automatically in a legal 

ontology using the tools that are available in protégé. 

4.9   Conclusion 

The present work addresses several challenges in ontology creation, 

maintenance, information retrieval, and the generation of key information related to 

legal judgments. User-driven ontology creation tools must avoid duplicating 

information across judgments. In this work, we have designed a novel structural 

framework which has guided the development of a legal knowledge base. User 

queries are enhanced with the rich collection of word features available in the 
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knowledge base to retrieve relevant judgments from the document collection.  Finally, 

the legal ontology which we have proposed plays a decisive role in our summarizer in 

returning the relevant judgments needed for the legal users. The summarization 

algorithm is employed to generate a document summary which is discussed in the 

next chapter. 
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CHAPTER 5 

 

PROBABILISTIC MODELS FOR  

LEGAL DOCUMENT SUMMARIZATION 

  

The summary of a judgment, as a compressed but accurate restatement of its content, 

helps in organizing a large collection of cases and also in finding the relevant 

judgments for a case. For this reason, the judgments are manually summarized by 

legal experts. Due to increased diversity of legal document collections, the use of 

automatic summarization is guaranteed to remain as one of the important topics of 

research in Legal Information Retrieval Systems. A summary generated from a legal 

judgment, known as a headnote, enables fast and easy access for arguing a case at 

hand, with precedents.  Extraction of sentences in the generation of summaries of 

different sizes is one of the widely used methods in document summarization. In 

addition to the extraction of sentences from the documents, some algorithms 

automatically construct phrases that are added to the generated summary, in order to 

make it more intelligible. One problem in this approach is that automatic construction 

of phrases is a difficult task, and wrongly included phrases will totally degrade the 

quality of the summary. Hence we have decided to use a purely extraction based 

approach for generating summary from a legal judgment. Earlier, we had 

implemented our algorithm in newspaper domain for a multi-document summary, and 

observed good improvements in the results [11]. Now, we try the same algorithm 

with changes in parameters suitable for a single document summarization of the legal 
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judgments. Thus, it is a specialization of our earlier work on multi-document 

summarization.  

The drawbacks of some of the existing summarization algorithm were already 

discussed in Chapter 2. To circumvent those problems associated with summarizers, 

we pursue a statistical approach that predicts summary-worthy sentences from the 

input legal documents. Statistical NLP based systems are empirical, re-trainable 

systems that minimize human efforts [1]. The proportion of terms that are identified 

for summarization is closely related to the semantic content of the documents. Hence, 

we applied a probabilistic model, which is a modified version of a term weighting 

scheme that would improve the performance level of the summarizer. The pre-

processed terms in a sentence of a given document, represented by the vector-space 

model, are further processed by the term distribution model (K-mixture model) that 

identifies the hidden term patterns, and finally produces the key sentences.  The block 

diagram of the entire system architecture is already given as Fig. 1.1 in Chapter 1.  

Probabilistic models of term distribution in documents are getting renewed 

attention in the areas of statistical NLP and information retrieval [1]. In this chapter, 

we discuss the initial stages of preprocessing of legal documents. Then we describe 

the usage of term distribution model, specifically the significance of K-mixture model 

for the identification of term patterns in the document collection for extracting key 

sentences and discuss the sentence-ranking algorithm. Finally, the significance of our 

approach and how the identified roles during text segmentation stage help in the 

improvement of the final summary generation is discussed. 
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5.1  Preprocessing  

Statistical natural language processing tools are used in the preprocessing 

stage to filter out stop list words and generate stem words, by avoiding the 

inflectional forms of terms. The resulting meaningful stems are very useful during the 

normalization of terms in the term distribution model. One of the major problems in 

text analysis is that the document size is not known a priori. If each of the words in 

the documents were represented as a term in the vector-space model, the number of 

dimensions would have been too high for the text summarization algorithm.  Hence it 

is crucial to apply preprocessing methods that greatly reduce the number of 

dimensions (words) to be passed on to the document summarization process.  In 

addition, it is important that the preprocessing method be robust, i.e., able to cope 

with noisy text containing grammatical and typographical errors. The proposed 

system applies a number of preprocessing methods to the original documents, namely 

case folding, stemming, removal of stop words and key-phrase identification. The 

widely used algorithm for the stemming process is based on the work by Porter [125].  

We have already done modifications in the algorithm [126] to get meaningful words 

(dictionary words) as the stemmer output which was briefly described in our earlier 

work [11]. As a final step in the preprocessing stage, key-phrases are identified. Each 

of these preprocessing methods shown in Figure 5.1 is briefly discussed in the next 

sub-sections. 
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                                                                 Terms in Vector- 
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Legal 
Documents 

 

 

5.1.1   Case Folding 

Case folding consists of converting all the characters of a document into the 

same case format, either the upper-case or the lower-case format.  For instance, the 

words “act”, “Act”, “aCt”, “ACt”, “acT”, “AcT”, “aCT”, “ACT” will all be converted 

to the standard lower-case format “act”. 

5.1.2   Removal of Stop Words 

Stop words are the words occurring very frequently and not conveying 

independent meaning in a document.  For instance, “the”, “would”, “can”, “do” are 

typical stop words. Prepositions, pronouns, articles, connectives etc. are also 

considered as stop words. Since they carry very little information about the contents 

of a document, it is usually a good idea to remove them from the document 

collections. The frequent occurrences of stop words in any set of documents, in 

general, imply redundancy. It follows that the stop words should not be included in 

any statistics and in scoring formulae, since they do not contribute to the relevance 

and importance of a sentence. Our system uses a list of 455 stop words obtained from 

the source code of the library BOW, developed by Carnegie Mellon University [127].  

Case 

Folding 

Modified 

Stemming 

Algorithm 

Stop List 

Removal 

Key-phrase 

Identification  

Key-

words 

Key-

phrase

Figure 5.1   Pre-processing tools applied in our system 
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5.1.3 Stemming 

The process of matching morphologically related terms, fusing or combining 

them in useful ways is called conflation. Conflation can be either manual or 

automatic. Programs for automatic conflation are called stemmers [128]. Stemmers 

are used in IR to reduce the size of index files. Since a single stem typically 

corresponds to many full terms, compression factors of over 50% can be achieved by 

storing stems instead of terms [128], especially in the case of affix-removal stemmers. 

Terms can be stemmed either at indexing time or at search time. The advantages of 

stemming at indexing time are efficiency and index file compression. The 

disadvantage is that information about the full terms will be lost. 

 Most stemmers today, do not always output root words. Taking note of the 

fact that linguistic correctness of the stems may become critical to effective retrieval 

in future, design of a root-word stemmer has been proposed and used in this study. 

This root-word stemmer is an improved version of the popular affix stemmer, 

developed by Porter in 1980 [125]. The rule base of Porter’s Stemmer has been 

considerably enhanced so as to give meaningful stems as output in as many cases as 

possible.  

We observe that the addition of more rules in order to increase the 

performance in one section of the vocabulary may cause degradation of performance 

elsewhere. Moreover, it is easy to give undue emphasis to cases, which appear to be 

important, but which turn out to be rather rare. After a detailed analysis, several new 

suffixes and the context in which they must be removed have been identified and 

appropriate changes have been made to the Porter’s algorithm [125]. In this way, the 

results of the modified stemming algorithm are very useful in pre-processing stages of 
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term distribution model.  

5.1.4   Key-phrase Identification 

The meaningful word output from the stemming module is considered for the 

identification of important phrases in the document space. Considering the 

occurrences of the word pairs by the relative frequency approach, the system 

identifies the key-phrases, which will increase the performance of the system. 

However, key-phrases are treated as single words in our probabilistic approach. 

5.2   Proposed Approach to Text Summarization 

Many researchers [130-132] have pointed out that the term repetition is a 

strong cohesion measure.  Generally, the term weights are not directly based on any 

mathematical model of term distribution or relevancy [1]. In our earlier study, we 

made use of two theoretical models namely, the Poisson and the Negative Binomial 

distribution. We had discussed this implementation for the application of newspaper 

domain more thoroughly in our preceding work [11]. In the present work, we have 

used term distribution models such as Poisson mixtures for the distribution of terms 

and to characterize their importance in identifying key sentences in a legal document. 

The usage of term distribution model approach to text summarization will be 

discussed in section 5.5. As was stated in Chapter 2, our probabilistic approach to 

document summarization is different from the other related works discussed.  
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We have adopted a term distribution model which is used for deriving a 

probabilistically motivated term weighting scheme, assuming the vector-space model 

for single or multiple documents. This technique makes summarization more 

meaningful because the proportion of terms that are identified for summarization is 

closely related to the real content of the document. In our work, we have already 

explored a novel method of applying CRFs for segmentation of texts in legal domain. 

Now, we discuss the use of that knowledge for re-ranking of extracted sentences in 

the generation of a concise and coherent final summary. The summary generated by 

our summarizer was evaluated with the human generated headnotes which are 

available with all legal judgments. We find that the results are good, the details of 

which are discussed in chapter 6.  

The major difficulty of headnotes generated by legal experts is that they are 

not structured, and as such lack the overall details of a document. To overcome this 

issue, we come out with the detailed structured summary of a legal document. Post 

processing is done to prepare the summary in a user friendly format. In order to get a 

readable final summary with consistency we have used rhetorical roles, identified 

using the CRF model, for grouping and re-ranking the sentences generated from the 

term distribution model.  

5.3   Post Processing  

The ranked sentences are available after the application of term distribution 

model on the judgments. We look at the proportion of the different rhetorical roles of 

these sentences and compared this with average proportions across all human 

annotated judgments. Our thesis is that if the distribution of different roles in the 
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system-generated summary matches the average distribution then the quality of the 

summary would be closer to the human-generated summary. Based on the proportion 

of sentences observed, we choose more sentences from rhetorical roles that are under 

represented even if they are not in first 20% of ranked sentences. Likewise, sentences 

belonging to roles that are abundant are excluded from the final summary, even if 

they are highly ranked. The sentences finally selected are grouped according to the 

roles for maintaining the coherency in the final summary. We have understood from 

the legal experts that the summary generated in this process is more user-friendly. 

5.4 Need for Probabilistic Model  

The conventional Term Frequency-Inverse Document Frequency (TF-IDF) [30] 

term weighting approach used in many of the summarizers does not reveal the term 

characteristics in the related documents. The basic formulae used in term weighting 

are term frequency, document frequency and collection frequency, as given in      

Figure 5.2. 

 Note that   (dfi)  ≤  (cfi)     and    Σj (tfij) =  (cfi).  The document frequency and 

collection frequency can be used only if there is a collection.  The higher the term 

frequency (the more often the word occurs) the more likely it is that the word is a 

good description of the context of the document. A semantically focused word will 

appear several times in a document, if it occurs at all. Semantically unfocussed words 

are spread out homogenously over all documents.  Another property of semantically 

focused words is that, if they come up once in a document, invariably they appear 

several times in the document.  
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                                            cccolle 

 

 

Figure 5.2   Basic formulae used for term weighting systems 

 

Even though term weighting approach is a useful method for quantifying the 

basic information of term occurrence, it is not specific in assessing the likelihood of a 

certain number of occurrences of a particular word in a document space. Furthermore, 

it is an ad-hoc weighting approach which is not directly derivable from any 

mathematical model of term distribution or relevancy.  

Another method of automatic extraction based on a user query, such as 

searching for words in document space, consists of matching the keywords in the 

query to the index words for all the documents in a given document space. This 

method is called lexical matching.  However, this type of method can be inaccurate 

[133].  The fundamental inaccuracy of current information retrieval methods is due to 

the fact that the words in the query often are not the same as those by which the 

information that users seek are indexed.  Hence, we have used probabilistic models as 

additional support to the conventional TF-IDF weighting method and lexical 

matching method for the distribution of terms. We use these models to characterize 

Term Frequency         (tfij) -- Number of occurrences of words wi  in a  

                                                 document.  

Document Frequency(dfi) --  Number of documents in the collection in which 

   wi occurs. 

Sentence Frequency   (sfi) --  Number of sentences in which the word  

   wi occurs. 

  Collection Frequency (cfi) -- Total Number of occurrences of  wi  in a      

                                                   collection. 
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the significance of the terms in the process of legal document summarization. 

     5.5 Applying Probabilistic Models for Term Characterization  

An alternative to the term-weighting method is the development of a model for 

the distribution of words which characterizes the importance of the words in the 

process of information retrieval. In particular, we wish to estimate Pi(k) (Ref. Eq. 

5.1), the proportion in which word wi appears exactly k times in a document. In the 

simplest case, the term distribution model is used for deriving a probabilistically 

motivated term-weighting scheme, by assuming the vector space representation of 

terms in the documents.  Most term distribution models try to characterize how 

informative is a word, which is also the information that the inverse document 

frequency in TF-IDF is trying to derive.   

This work addresses the problem of extracting relevant word patterns in text, 

which is a problem of general interest for many practical applications. As one of the 

approaches in statistical language modeling, a term distribution approach based on 

linguistically motivated text characteristics as model parameters has been attempted. 

The derivation of models to describe word distribution in text is thus based on a 

linguistic interpretation of the process of text formation. It makes use of the 

probabilities of word occurrence being a function of linguistically motivated text 

characteristics. The focus of our study is to model the distribution of content words 

and phrases (word pairs) on a single document, to identify word occurrence patterns 

within sentences, and to estimate the corresponding probabilities.  
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In the next section, we discuss Negative binomial distribution which is a part 

of mixture of an infinite number of Poisson’s [138]. Following our earlier work, we 

use the distribution which is closest to the negative binomial distribution known as K-

mixture model in this work [139].   

5.5.1   Negative Binomial Distribution (NBD) 

Generally, occurrences of words (patterns) vary from genre to genre, author to 

author, topic to topic, document to document, section to section, and paragraph to 

paragraph. The proposed mixture of Poisson captures a fair amount of this 

heterogeneous structure by allowing the Poisson parameter t to vary over documents, 

subject to a density function f(k). This function is intended to capture dependencies on 

hidden variables such as genre, role, section, etc. The Negative Binomial distribution 

is a well-known special case of this Poisson mixture. Poisson mixtures fit the data 

better than standard Poissons, producing more accurate estimates of the variance over 

documents [140].  The details of the discussion are available in our earlier work [11]. 

The negative binomial distribution is like standard Poisson, but the average 

number of occurrences t of the terms in the members of the document collection, is 

allowed to vary over documents. This is subject to a density function that models the 

dependence of t on all possible combinations of hidden variables such as genre, topic, 

etc. The computation of negative binomial involves large binomial coefficients and it 

is cumbersome to work with, in practice. Hence, we selected a simpler distribution 

that fits empirical word distributions as similar to the negative binomial distribution is 

known as Katz's K-mixture [139]. 
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5.5.2   K-MIXTURE MODEL 

The K-mixture model is a fairly good approximation model for term 

distributions compared to Poisson model [139]. It is described as the mixture of 

Poisson distribution and its terms can be arrived at by varying the Poisson parameters 

between observations. The formula used in K-mixture model for the calculations of 

the probability of the word wi appearing k times in a document is given as: 

 

Pi(k)   =  (1-r)   δk,0  +     r            (s) 
k
                                        ……..…. (5.1)                     

                                              s +1      (s+1) 
k 

where δk,0  =  1 if and only if  k = 0,  and δk,0  = 0 otherwise. The variables r and s are 

parameters that can be fit using the observed mean (t) and the observed Inverse 

document Frequency (IDF) as follows: 

   t  = cfi / N ;  IDF  =  log2 N / dfi ;  s = t *  2
IDF

– 1 =  (cfi – dfi) / dfi  ; r = t /s … (5.2) 

where cfi (collection frequency) refers to the total number of occurrences of terms in 

the collection, dfi (document frequency) refers to the number of documents in the 

collection in which the  term occurs, and N is the number of documents in the 

collection. Document frequency (dfi) is closely related to the IDF.  IDF is not usually 

considered as an indicator of variability, though it may have certain advantages over 

variance. The parameter r used in the formula refers to the absolute frequency of the 

term, and s used to calculate the number of “extra terms” per document in which the 

term occurs.  The most frequently occurring words in all selected documents are 

removed by using the measure of IDF that is used to normalize the occurrence of 

words in the document. In this K-mixture model, each occurrence of a content word in 
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a text decreases the probability of finding an additional term, but the decrease 

becomes consecutively smaller. The most frequently occurring words in all the 

selected documents are removed by using the measure of IDF that is used to 

normalize the occurrence of words in the document. This result shows the potential of 

the method to suggest effective index terms in a set of function words and a set of 

content words. Word occurrences that tend to cluster together in the same document 

are likely to be useful as index terms that can be used for summarization. 

5.6   SENTENCE RANKING ALGORITHM 

The algorithm used to extract the key sentences from the document space by 

applying the K-mixture model is given below. 

 

Input:     Words of the sentence collection from the pre-processing stage. 

 

Output:  A set of sentences extracted from a document, arranged in decreasing order  

     of   relevance. 

 

  Steps: 

1. Input the words {wij} for i = 1,2…m, j = 1,2…n, where m refers to the 

sentence number and n refers to the term number. 

 

2. Compute tfij, dfi, cfi, for all i =1,2…….m and j=1,2….n. /* Term frequency,  

Document frequency and Collection Frequency */ 

 

3. Based on the collection frequency (cfi) and document frequency (dfi), 

calculate the observed mean and IDF of the sentences by using the formula 

given in equation 5.2. 

 

4. Calculate r and s parameters of the K-mixture model using equation 5.2 

 

5. Compute the probability Pi(k) using equation 5.1  

 

6. Normalize the terms by using the term characterization based on the 

parameter s. 
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7. Calculate the sentence weight by summing up the term probability values. 

 

8. Rank the sentences based on the sentence weights. 

 

9. Re-rank the sentences based on evolved roles during CRF implementation 

 

10. Output the sentences in decreasing order of rank. 

 

The distribution of context words among documents as well as the formula for 

the probabilities of occurrence of context words within documents will be derived 

using the notion of topicality and pertinent discourse properties. This assumption 

holds good for non-context words. On the other hand, the frequent occurrence of 

context words in the document creates a term clustering or burstiness. The tendency 

of content word occurrences to cluster is the main problem with the Poisson 

distribution for words. In the K-mixture model, each occurrence of a content word in 

a text decreases the probability of finding an additional term, but the amount of 

decrease becomes consecutively smaller. Moreover, the large number of occurrences 

of context words points to a central concept of the document.  The algorithm given 

above illustrates that we need to solve complicated non linear equations in this model 

even for a single document summarization. Hence we adopted an intrinsic measure 

for evaluation of summary of a document that will be discussed in detail in Chapter 6.  

We are looking primarily for quality in the system-generated summary. The 

application of K-mixture model brings out a good extract of highly ranked sentences 

from the document space which can be used to generate a quality summary.  Now we 

will discuss the method of improvement over the final summary. 
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5.7 Re-ranking of Final Summary  

Tables 3.3 through 3.5 given in chapter 3 show the good performance of CRF model 

with efficient features sets for text segmentation task. These results can contribute to 

the generation of structured and efficient summary in the final stage. Use of the 

identified rhetorical categories can help in modifying the final ranking in such a way 

as to give more importance to ratio decidendi and final decision. The proportions of 

rhetorical roles identified in the ranked sentences in each document are compared 

with general distribution of rhetorical roles identified in the human annotated 

documents especially for ratio decidendi and final decision. One of the most 

important skills that the lawyers have to acquire is how to identify the ratio decidendi 

in a legal report for their general reading. Also it is more important for headnote 

generation. In this case, re-ranking has been performed in such a way as to maintain a 

good proportion for the above said roles in line. More of this will be discussed in 

Chapter 6. This will improve the presence of more relevant sentences in our final 

summary. Finally the extracted key sentences from the legal document using our 

probabilistic model are compared with headnotes generated by experts in the area. 

Figure 5.4 shows the results of our system generated summary in unstructured format, 

using the probabilistic model for important sentence extraction. The summary 

presented in Figure 5.5 shows the importance of arranging the sentences in a 

structured manner as it not only improves the readability and coherency but also gives 

more information like court’s arguments to get a comprehensive view of the ratio and 

disposal of the case. There is a possibility of replacing some of the sentences in our 

system-generated summary with low ranked sentences for maintaining the proportion 

of rhetorical roles. Identification of the case may not be precisely identifiable from 
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the corpus, but it is a problem even for human annotators with some of the 

documents. In our system, to overcome this difficulty, the ratio is rewritten in 

question format in such cases. The distribution of rhetorical roles given in Figure 3.9 

of Chapter 3 demonstrates that 60% of sentences in a legal document belong to the 

role History of the case. The sentences belonging to this role discuss citation to other 

cases and also general discussions which may not be relevant for the summary. Hence 

we have not included the sentences belonging to the role History of the case in our 

summary. 

 

Landlord is the revision petitioner. Evictions was sought for under sections 11 (2) (b) and 11 (3) 

of the Kerala buildings lease and rent control act, 1965. Evidence would indicate that petitioners 

mother has got several vacant shop buildings of her own. The appellate authority rejected the 

tenant's case on the view that tenant could not challenge the validity of the sale deed executed in 

favour of Mohan Lal because the tenant was not a party to it. We do not think this was a correct 

view to take.  An allegation had been made that in reality there was no sale and the sale deed was 

a paper transaction. We find force in the contention of the counsel appearing for the tenant. The 

court had to record a finding on this point. This is a case where notice of eviction was sent by the 

mother of the petitioner which was replied by the tenant by Ext. B2 dated 26.1.1989. The 

landlady was convinced that she could not successively prosecute a petition for eviction and 

hence she gifted the tenanted premises to her son. On facts we are convinced that Ext. A1 gift 

deed is a sham document, as stated by the tenant, created only to evict the tenant. We are 

therefore of the view that the appellate authority has properly exercised the jurisdiction and found 

that there is no bonafide in the claim. We therefore confirm the order of the appellate authority 

and reject the revision petition. The revision petition is accordingly dismissed. 

 
Figure 5.4.   Unstructured summary produced by our system; the original  

                      judgment has 1250 words and summary is 20% of the source. 
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(Before K. S. Radhakrishnan & J. M. James, JJ)- Thursday, the 10

th
 October 2002/ 18

th
 

Asvina, 1924 - CRP. No. 1675 of 1997(A) 

Petitioner :  Joseph     -     Respondent:  George K. -   Court : Kerala High Court 

Rhetorical Status Relevant sentences 

Identifying the case The appellate authority has properly exercised the jurisdiction and 

found that there is no bonafide in the claim – Is it correct?. 

Establishing the 

facts of the case 

We find force in the contention of the counsel appearing for the tenant. 

This is a case where notice of eviction was sent by the mother of the 
petitioner which was replied by the tenant by Ext. B2 dated 26.1.1989. 

The landlady was convinced that she could not successively prosecute 

a petition for eviction and hence she gifted the tenanted premises to 

her son. 

Arguments Apex court held as follows: 

"The appellate authority rejected the tenant's case on the view that 

tenant could not challenge the validity of the sale deed executed in 

favour of Mohan Lal because the tenant was not a party to it. We do 

not think this was a correct view to take. An allegation had been made 

that in reality there was no sale and the sale deed was a paper 

transaction. The court had to record a finding on this point. The 

appellate authority however did not permit counsel for the tenant to 

refer to evidence adduced on this aspect of the matter. The High Court 
also did not advert to it. We, therefore, allow this appeal set aside the 

decree for eviction and remit the case to the trial court to record a 

finding on the question whether the sale of the building to respondent 

Mohan Lal was a bonafide transaction upon the evidence on record". 

Ratio of the decision We are therefore of the view that the appellate authority has properly 

exercised the jurisdiction and found that there is no bonafide in the 

claim. 

Final decision We therefore confirm the order of the appellate authority and reject the 

revision petition. The revision petition is accordingly dismissed. 

    

    Figure 5.5   Structured summary for example judgment containing title, petitioner,      

                 respondent, important rhetorical categories and selected sentences. 

5.8 Conclusion 

The mathematical model based approach for extraction of key sentences has yielded 

better results compared to simple term weighting methods. To evaluate the 

importance of our summary, rather than using simple word frequency and accuracy, 

we employ an intrinsic measure to be discussed in the next chapter. We have 

attempted a novel method for generating a summary for legal judgments. We observe 
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that rhetorical role identification from legal documents is one of the primary tasks to 

understand the structure of the judgments. With the identified roles, the important 

sentences generated in the probabilistic model will be reordered or suppressed in the 

final summary. The summary generated by our summarizer is closer to the human 

generated headnotes.  It is hoped that the legal community will get a better insight 

without the need for reading a full judgment. Further, our system-generated summary 

may be more useful for lawyers to prepare a case history that has a greater bearing on 

their present case. 
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CHAPTER 6 

 

RESULTS AND DISCUSSION 

 

Any development in the realization of a natural language processing 

application requires systematic testing and evaluation. In the field of automatic 

summarization, most of the related publications address the problem of evaluation 

by first stating how hard the problem is and then by applying methods that the 

developers consider appropriate for the task. The complexity of legal domain 

makes the task more difficult. In the previous chapters, we discussed the 

development of our system in three different phases: CRF model for text 

segmentation, creation of new ontology for query enhancement, and finally use a 

term distribution model (K-mixture) for the extraction of relevant sentences from 

the legal document collection.  In this chapter, the evaluation of the performance 

of the system summary and the other results are discussed. 

The closeness of the system-generated summary to the human generated 

headnote (gold standard) is considered as one of the important measures of 

quality. For evaluation, we have adopted intrinsic methods which are concerned 

with the quality of summary, produced by considering two techniques.  First, we 

compare the sentences extracted by our system with reference summary according 

to various measures viz., precision, recall, and F-measure. To construct the 

reference summary, a group of human subjects are asked to extract sentences. In 

our study, two highly experienced human subjects were involved in the task of 

extraction of sentences from judgments for summarization.  Since there was a 
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high degree of agreement between the two human subjects, we considered one 

arbitrarily chosen expert summary as the reference summary for our evaluation. 

Also we compared the performance of our system with that of 2 other 

summarizers and a standard baseline. A paired t-test statistical method [138] has 

been used to test the significance of the work.   

  More complex recall-based measures have been used in summarization 

research to measure how well an automatic system retains important content of 

original documents [10]. The simple sentence recall measure cannot differentiate 

system performance more appropriately, as is pointed out by Donaway et al. 

[141]. Therefore, in addition to pure sentence recall score, we use ROUGE [142] 

score as a second technique in this study. To make evaluation more 

comprehensive, we have considered three different methods of summarization for 

comparison. Out of the three, two of them make use of the publicly available 

automatic summarizers, and other is a standard baseline considered in many of the 

relevant studies [47].  

6.1   Evaluation Methodology  

The effectiveness of the system is evaluated in terms of the standard 

measures of the information retrieval tasks. A detailed discussion on the measures 

of evaluation is given in the next section. Our evaluation process has two goals: 

 

1. Compare the results of the proposed system with the human-generated 

headnote and also with 2 other summarizers and a baseline, thereby to 

show the efficiency and effectiveness. 
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2. As attaining maximum-recall is a desirable property of the summarizer, we 

employ automatic evaluation measure (ROUGE) to compare the closeness 

of the candidate summary with the human referenced summaries. The 

same measure will also be used to evaluate other summarizers considered 

in the study 

 

The evaluation of our system may be described in terms of the following tasks 

and methods. 

 

6.1.1   Task 

We collected the headnotes generated by human subjects based on their 

subjective judgments, which we call the reference summaries. Taking this as 

reference, we compared the outputs of our system and those of other automatic 

summarizers. We consider 20% summarization level for generating a summary as 

it is one of the levels most widely employed in summarization research [143-145]. 

The evaluation corpus has been constructed with legal judgments 

belonging to three different sub-domains, viz., rent control, income tax, and sales 

tax. The human subjects were given a set of documents for generating summaries. 

In this process they were neither informed of how their summaries would be used 

for later processing nor of any number of role breaks to be formed, and also they 

were not given any clues leading towards a choice. Moreover, the subjects were 

not constrained by time restrictions. The only demand given to them was to pick 

the relevant sentences at a compression rate of 20% from the given judgments. 

They were asked to pick complete sentences and not phrases or fragments.  
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6.1.2. Extraction Corpus 

We used the legal judgments (court cases), available on the Internet from 

www.kerelawyer.com. We did not filter the documents based on the number of 

sentences or by any other specific means. The corpus consisted of a total of 200 

documents grouped into 3 sub-domains with approximately 16000 sentences. It is 

part of a larger corpus of 1000 documents belonging to different sub-domains of 

civil judgments which we collected from the same source. The entire corpus 

consists of judgments dated up to the year 2006.  We preprocessed the documents 

as described in Chapter 5. The documents are then segmented based on genre 

analysis as in Chapter 3. This contributed to the improvement in the consistency 

and readability of the final summary. 

6.1.3   Evaluation method 

The methods of evaluation of summarization systems can be broadly 

classified into two categories, namely, intrinsic and extrinsic methods [146]. 

Intrinsic methods measure a system’s quality; extrinsic methods measure a 

system’s performance for a particular task. We focus on the former technique, 

since we focused on the quality of the summary. Extrinsic methods have been 

used in task-based evaluation of programs like TIPSTER and SUMMAC [143].  

Moreover in our study, we have applied extrinsic evaluation technique during the 

evaluation of ontology-based query processing results which are given in Chapter 

4. Evaluating the quality of a summary has proven to be a difficult problem, 

principally because there is no obvious reference summary [145]. The use of 
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multiple measures for system evaluation could help alleviate this problem. Most 

of the evaluations of summarization systems use one intrinsic method or the other. 

In the intrinsic method, the quality of summaries is determined based on direct 

human judgment of informativeness, coverage, fluency, etc., or by comparing 

with reference summary [16, 20, 144, 145]. The typical approach is to create an 

reference summary, either by professionals or by merging summaries provided by 

multiple human subjects using methods such as majority opinion, union, or 

intersection. The output of the system-generated summaries is then compared with 

the reference summary. In our study, we considered an arbitrarily chosen expert 

summary as the reference summary for our evaluation. The justifications are given 

in 6.3.1. The comparison between system and reference summaries is used to 

measure the quality in the case of extracts in terms of sentence recall and sentence 

precision. ROUGE [142] is another automatic performance measure used in our 

approach to evaluate the extraction-based summaries by comparing it with human 

reference summaries. 

For automatic evaluation, we have compared the sentences produced by 

our system with: a standard baseline; the commercial automatic summarizers 

incorporated in Microsoft Word; and MEAD [17], a state-of-the-art summarization 

system available on the web.  

6.2   Measures of Evaluation  

We use two methods to evaluate the results. The first one is by precision, 

recall and F-measure which are widely used in information retrieval tasks [35,38]. 

For each document, the manually extracted sentences are considered as the 
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reference summary denoted by Sref. This approach compares the candidate 

(system-generated) summary (denoted as Ssys) with the reference summary and 

computes the precision, recall and F-measure values as shown in equation 6.1, 

which have been redefined in the context of text summarization along the same 

lines as given in [35].  

 

          | Sref ∩ Ssys|                          | Sref ∩ Ssys|                         2*P*R 

   P =  -------------                 R  =  --------------              F1=   ----------       .….  (6.1) 

                Ssys                                                        Sref                                  P + R                                         

 

A second evaluation method is based on measuring maximum recall; we 

used the ROUGE toolkit, which is based on N-gram co-occurrences between 

candidate summary and reference human summaries [142]. This tool is adopted by 

Document Understanding Conferences (DUC) 2001 (http://duc.nist.gov) for 

automatic summarization evaluation ROUGE scores were found to have high 

correlation with human evaluations. In this study, we have applied ROUGE-N 

(N=1, 2) which is relatively simple, and seen to work well in most cases.  The 

score of ROUGE-N is based on the number of n-grams occurring at the reference 

summary side. For example, ROUGE-2 computes the number of two successive 

words occurring between the candidate summary and reference summary. 

Empirical studies of retrieval performance have shown a tendency for 

precision to decrease as recall increases. In most of the information retrieval tasks, 

recall curves tend to follow an increasing curve rising from the origin, and a trade-

off between precision and recall is inherent [1]. The retrieval of relevant sentences 

present in the summary increases both precision and recall, while the presence of 
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non-relevant sentences in the summary decreases precision but does not affect 

recall. Any good summarization system should have both high precision and recall 

measures. Moreover, higher ROUGE scores means the better performance of the 

system. 

6.3  Comparative Performance Evaluation  

For automatic evaluation, we have compared the final sentences generated 

by our algorithm which is based on the probabilistic approach to single-document 

summarization with: a baseline, the commercial automatic summaries produced 

by Microsoft Word and a state-of-the-art summarization system MEAD [17]. The 

salient features of a baseline referred to as system A and the publicly available 

summarizer (MEAD) referred as system B, are presented below. We also 

compared the summaries with those obtained with the third system (System C) 

which is part of Microsoft Word 2003.   

Baseline 

A baseline system is a simple reference system with which other systems can be 

compared. Traditionally for a newspaper domain, a baseline is the first few 

paragraphs of the text. But, for a legal domain a baseline is formed with the first 

few paragraphs and last few paragraphs of the text [47]. In our case, we defined a 

baseline (System A) as the one formed by compressing the source document by a 

factor of 20% as detailed below:  
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• Choose 10% of words of the beginning of the judgment. According to our 

rhetorical role identification methodology, it takes the sentences belonging 

to the roles identifying the case and establishing the facts of the case.  

• Choose the last 6% of words of the judgment usually related to the roles 

ratio of the decision and final decision.  

 

The baseline defined in this study is a standard baseline considered for 

information retrieval tasks, and it is also an appropriate length for summaries for 

long and short judgments [47]. Moreover, the sentences typically chosen by these 

approaches belong to roles that are considered to be the most important for the 

generation of a worthwhile summary. In the formation of baseline, if the last or 

first sentence is cut-off because of this limit the whole sentence is included. 

(*Note that in the earlier synopsis of the work, we considered two baselines, one 

focusing on beginning of the document and the other on the end. Since then we 

have adopted the current baseline since it more accurately reflects the structure of 

the legal judgments.)  

System B:  MEAD summarizer 

The MEAD summarizer [17] was developed at the University of Michigan and at 

the Johns Hopkins University 2001 Summer Workshop on Automatic 

Summarization. It produces summaries of one or more source articles.  In the 

initial versions of MEAD, a centroid-based approach is used for summarization 

via sentence extraction. For each cluster of related documents, a centroid was 
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produced, which specifies key words and their respective frequencies in the set of 

source articles. Given the input documents and a compression rate, the algorithm 

chooses sentences with a high number of the key centroid words, since such 

sentences are considered as central to the cluster’s topic.  

MEAD is now publicly available as a toolkit for text summarization and 

evaluation [147]. The toolkit implements multiple summarization algorithm such 

as position-based, TF-IDF, largest common subsequence, and keywords. MEAD 

extractive summaries score sentences according to certain features of these 

sentences.   

 More recent versions of MEAD use a linear combination of three 

components: a feature extractor, a sentence scorer and a sentence re-ranker. 

MEAD first computes a value for user-defined features of each sentence using the 

feature extractor. The features used in MEAD include position, length (gives more 

weight to longer sentences) and centroids of clusters of related documents. The 

position score which assigns higher scores to sentences that are closer to the 

beginning of the document and lower ones to those further away from the 

beginning. Once the features are computed, the sentence scorer gives a value to 

each sentence based on a linear combination of their features. Sentences are then 

ordered according to their scores.  The sentence re-ranker then adds sentences to 

the summary beginning with the highest scoring sentence. The re-ranker 

calculates the similarity of the sentence about to be added with all of the sentences 

already in the summary. If the similarity is above a given threshold, the sentence 

is not added to the summary and the re-ranker moves on to the next sentence. 
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Sentences are added to the summary until the amount of sentences in the summary 

corresponds to the compression rate. 

6.3.1 Performance Comparison with Other Auto-summarizers 

Tables 6.1 through 6.3 show the mean and standard deviation scores of recall, 

precision and F-measure of our system along with those of the other methods 

considered in the study. A higher score means better system performance. This 

data demonstrates a notable improvement in precision, recall, and F-measure of 

the proposed summarizer over the other methods. The plots of average measures 

of precision, recall, and F-measure of the proposed system and the different 

methods of summarizations mentioned above are shown in Figures 6.1 through 

6.3.  The graphs show that the proposed summarizer performs better than the other 

automatic summarizers according to recall, precision, and F-measures, and on all 

the three sub-domains of rent control, income tax, and sales tax. The result shown 

in Table 6.1 highlights the better performance of our summarizer on rent control 

domain compared to other methods considered in this study.  Similar results 

occurred in the other two sub-domains like income tax and sales tax which are 

shown in Tables 6.2 and 6.3. We can see that the results of MEAD and WORD 

summaries are below 50% points which is comparatively low, while our 

summarizer is better in terms of all three evaluation measures.  

In the rent control domain the F-measure scores have higher values 

compared to that in sales tax and income tax domains. This clearly indicates that it 

is harder to predict the basic structural formats in the sub-domains sales tax and 

income tax as compared to rent control sub-domain. In turn, it makes it difficult to 
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extract the key sentences which are relevant to the cases.  In the sales tax sub-

domain, in particular, the ratio of the decision, a key role, may be present in more 

than one place.  This may cause a serious lapse in retrieving relevant sentences 

needed for a summary, and in turn it affects the performance of the system. In our 

method, we have not given much importance to the positioning of sentences, and 

so the results of our summarizer comparatively may have been better than the 

other methods.    

 Table 6.1 Precision, Recall and F-measure scores for rent control domain  

 

Precision Recall F-Measure  

Mean Std.d

ev 

Mean Std. 

dev 

Mean Std. 

Dev 

System A 0.411 0.14 0.462 0.15 0.420 0.13 

System B 0.518 0.07 0.491 0.13 0.494 0.06 

System C 0.294 0.06 0.347 0.10 0.309 0.05 

Proposed 

   System 
0.645 0.08 0.685 0.18 0.654 0.11 

 

Table 6.2 Precision, Recall and F-measure scores for Income tax domain  

Precision Recall F-Measure  

Mean Std. 

dev 

Mean Std. 

dev 

Mean Std. 

Dev 

System A 0.428 0.19 0.274 0.12 0.349 0.14 

System B 0.435 0.13 0.337 0.09 0.377 0.11 

System C 0.366 0.11 0.294 0.11 0.323 0.11 

Proposed 

System 

0.680 0.09 0.649 0.16 0.657 0.11 
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Table 6.3 Precision, Recall and F-measure scores for Sales tax domain   

Precision Recall F-Measure  

Mean Std. 

dev 

Mean Std. 

dev 

Mean Std. 

dev 

System A 0.395 0.14 0.281 0.10 0.330 0.11 

System B 0.457 0.08 0.426 0.08 0.436 0.06 

System C  0.361    0.12   0.325   0.06 0.338 0.08 

   Proposed 

   System 

0.650 
0.11 

0.600 
0.15 

0.621 
0.13 

 

Average Precision Measure
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                   Figure 6.1   Average precision measure of different systems evaluated  

                                       for the three different sub-domains. 
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              Figure 6.2   Average recall measure of different systems evaluated  

                                  for the three different sub-domains. 
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Average F- Measure
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Figure 6.3   Average F-measure of different systems evaluated  

                    for the three different sub-domains. 

 

Tables 6.1 through 6.3, and Figures 6.1 through 6.3 illustrate that the 

resultant summary of the proposed system is very similar to the summary 

generated by the human subjects.  It is clear that the difference between the mean 

score of proposed system and that of the systems A, B, and C individually is more 

than 15% points in all sub-domains. This is true for all the three measures reported 

here. The average scores of precision, recall, and F-measure can be used to 

compare the performances of the summarizer on a common corpus, but they do 

not indicate whether the improvement of one summarizer performance over 

another is statistically significant or not. To substantiate the significance in the 

measurement, a paired t-test was applied to the data.  More detailed analysis will 

be presented in the next section. 

6.3.2   ROUGE: An Automatic Evaluation of Summaries 

Traditional evaluation of summarization involves human judgments at different 

quality metrics. For example [10]: 
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• Quality evaluation, which involves subjective grading of summary quality 

with in itself, or comparison against the reference summary 

• Informativeness evaluation, which involves comparison of the generated 

summary against a reference summary 

• Fidelity of generated summary to source, or reading comprehension, which 

compares human’s comprehension based on the summary with 

comprehension based on the source. 

 

However, even simple manual evaluation of summaries on a large scale 

over selected questions and content requires a lot of human effort. It is expensive 

and difficult to conduct such evaluations on a frequent basis. As such, how to 

evaluate summaries automatically has drawn a lot of attention in the 

summarization research community in recent years. We look at one such 

automatic evaluation scheme known as ROUGE. 

ROUGE, which stands for Recall-Oriented Understudy for Gisting 

Evaluation, is a package for automatic evaluation of summaries [142]. Following 

the successful application of automatic evaluation methods, such as BLEU [148] 

in machine translation and the system used by Saggion et al [149] to measure the 

similarities between summaries,  Lin et al [142] showed that methods similar to 

earlier methods, but with a more refined approach could be applied to evaluate 

summaries. It includes measures to automatically determine the quality of a 

summary by comparing it to other (reference) summaries created by humans. The 

measures count the number of overlapping units such as N-grams, word 

sequences, and word pairs between the generated summary and the reference 
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summary. ROUGE produces more reliable results if more than one reference 

summary is used.  ROUGE-N is an N-gram recall between a candidate summary 

and a set of reference summaries and is computed as follows: 

 

                              Σ                                             Σ  Countmatch (gramN) 

                               Sϵ {Reference Summaries}  gramN ϵS 

   ROUGE-N =    ----------------------------------------------------------        ..…… (6.2) 

                               Σ                                           Σ   Count (gramN) 

                              Sϵ {Reference Summaries}     gramN ϵS 

 

where N stands for the length of the N-grams (i.e., gramN), and Countmatch (gramN) 

is the maximum number of N-grams co-occurring in a candidate summary and the 

set of reference summaries, and Count (gramN) is the number of N-grams in the 

candidate summary. It is clear that ROUGE-N is a recall-related measure because 

the denominator of the equation is the total sum of the number of N-grams 

occurring in the reference summary side. Note that the number of n-grams in the 

denominator of the ROUGE-N formula increases as we add more reference 

summaries. From the earlier results in [150], we found that unigram and bi-gram 

co-occurrence statistics are good automatic scoring metrics. Longer N-grams tend 

to score for grammatically rather than content. In general, extraction-based 

summaries do not really suffer from grammar problems. Hence we have used 

ROUGE- (1 & 2) measures for automatic evaluation of extraction-based 

summaries. 

We specifically evaluate various system-generated summaries with 

reference summaries generated by two different annotators. In the reference 

summaries, annotators capture the different points of law in a case.  In this 
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consideration, we note that ROUGE gives high scores for legal judgments with 

suitable extracts and low scores for those with unsuitable extracts.  

       Table 6.4 ROUGE scores for rent control domain 

 

 

 

     Table 6.5 ROUGE scores for income tax domain 

 

 

 

     Table 6.6 ROUGE scores for sales tax domain 

 

 

 

 

Recall-based evaluation in the above calculations measures the number of 

reference summary sentences contained in the system-generated summary. Tables 

6.4 through 6.6 show the result of this evaluation. Higher ROUGE score means 

higher performance of the system. Our summarizer evaluation scores 

comparatively better than other methods. As with the precision and recall study, 

the significance of the measurement is verified through a paired t-test. The details 

are given in section 6.4.1. 

 ROUGE-1 ROUGE-2 

System A 0.438 0.250 

System B 0.482 0.263 

System C 0.330 0.201 

Our system 0.605 0.386 

 ROUGE-1 ROUGE-2 

System A 0.275 0.181 

System B 0.337 0.226 

System C 0.294 0.179 

Our system 0.598 0.354 

 ROUGE-1 ROUGE-2 

System A 0.302 0.176 

System B 0.419 0.218 

System C 0.320 0.198 

Our system 0.586 0.334 
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We compared the automatic evaluation measure (ROUGE) score of our 

summarizer with those of the publicly available summarizers systems B and C and 

with baseline system A. System C performs statistical analysis and system B uses 

statistical and linguistic algorithms to generate a summary. ROUGE performance 

measures show the proportion of relevant sentences that are retrieved. The results 

are shown in the form of bar graphs in Fig 6.4.  

  

 

 

We observed that our system performance is not only better but also is the 

same for the three different sub-domains. This is not the case with the other two 

systems considered. This shows that there is uniform recall in our system 

irrespective of the different sub-domains. The system-generated summary and the 

summaries generated by the other automatic summarizers are given in Appendix 

A, for a sample source document taken from the Kerala Lawyer archive. The 

document summary produced by our system, presented in the form of table-style 

summary would be useful for the legal community.  
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 Figure  6.4  ROUGE  performance measure for systems B and C, and  our system for    
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6.3.3 Agreement among the human subjects 

 We used two different annotators to create summaries and tested the 

statistical significance of the agreement among the human subjects. Since, we 

have followed intrinsic measure of evaluation as an evaluation procedure we need 

to establish the performance of annotation done by two different annotators, with 

the help of Kappa Coefficient [107]. The advantage of Kappa coefficient is that it 

factors out random agreement among the human subjects. We have already given 

a brief overview of Kappa coefficient in Chapter 3, Section 3.6.1. Our 

experimental results show that humans extracted summaries with a reproducibility 

of K = 0.86 (N=16000; k=2, where K stands for the Kappa coefficient, N for the 

number of sentences annotated and k for the number of annotators). In our study, 

both the annotators are agreeing on sentences retrieved from judgments in many 

cases. They differ only in a few cases mainly due to the inclusion of other case 

histories into the present case causing confusion to the annotators in giving 

preferences in selecting the sentences. Hence we used one arbitrarily chosen 

annotator summary as the gold standard for some of our evaluation experiments.  

6.4    Statistical Analysis and Results  

The analysis of the results based on the intrinsic evaluation method 

discussed in section 6.3.1, provides a clear picture that the proposed summarizer is 

better than the other methods considered in this study. In this section, statistical 

significance tests are discussed which were used to test the significance of the 

performance measures of the proposed system. This has been done by framing and 
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testing the hypothesis for the above-mentioned objectives at a confidence level of 

95% or 99%.  A report of a paired t-test is given in Appendix C. 

6.4.1 Results and Discussion 

 In this section, we discuss the statistical significance of the performance 

measures viz., precision, recall and F-measure of our system compared with the 

other three methods. A paired t-test was applied to find the significance of the 

mean score differences of the performance measures, between the proposed 

system and other automatic summarizers. Tables 6.7 through 6.9 show the 

calculated t-values with the significance levels, indicating that the average 

precision, recall, and F-measure performance measures of our system are 

significantly higher than those of the systems A through C considered at 99% 

confidence level (Table I of Appendix C).  From Tables 6.1 through 6.3, it can be 

seen that that our system has higher average performance measures than that of 

other systems.  

Table 6.7 Paired t-test values for Precision of our summarizer compared  

     with 3 other systems for three different sub-domains. 
 

System A System B System C Percentage 

Level for 

Precision 

Measure 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Rent 

Control 

11.24 p< .01 7.37 p< .01 10.64 p< .01 

Income 

Tax 

9.25 p< .01 6.76 p< .01 9..89 p< .01 

Sales Tax 27.18 p< .01 12.71 p< .01 22.11 p< .01 
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Table 6.8 Paired t-test values for Recall of our summarizer compared 

                  with 3 other systems for three different sub-domains. 
 

System A System B  System C Percentage 

Level for 

Recall 

Measure 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Rent 

Control 

9.28 p< .01 14.52 p< .01 13.39 p< .01 

Income 

Tax 

12.00 p <.01 13.16 p< .01 13.94 p< .01 

Sales Tax 17.11 p< .01 14.16 p< .01 16.63 p< .01 

 

 

Table 6.9 Paired t-test values for F-measures of our summarizer compared  

                  with 3 other systems for three different sub-domains. 

 

System A System B System C Percentage 

Level for 

F-

measure 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Rent 

Control 

11.09 P< .01 13.70 p< .01 13.23 p< .01 

Income 

Tax 

10.99 P< .01 7.92 p< .01 10.00 p< .01 

Sales Tax 13.75 p< .01 13.18 p< .01 14.36 p< .01 

[p < .01 – significant at 99% confidence ] 
 

Tables 6.10 and 6.11 show the calculated t-values with the significance 

level, indicating that the average ROUGE performance measures of our system 

are significantly higher than those of the other systems A through C considered at 

95% to 99% confidence level (Table I of Appendix C).  It can be seen that our 

system has higher ROUGE performance measures than that of most other systems. 



 

 

 

 

 
 

 

 

 

166 

Compared to other domains, rent control domain judgments are more structured 

and most of the important details are present in the beginning and ending of the 

judgments. Hence, other systems also perform better as indicated by their better 

recall score. 

Table 6.10 Paired t-test values for ROUGE-1 of our summarizer compared 

                  with three other systems for three different sub-domains. 

 
System A System B System C ROUGE-

1 
Measure t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Rent 

Control 

5.52 P< .01 4.29 p< .01 10.34 p< .01 

Income 

Tax 

12.50 P< .01 11.01 p< .01 12.12 p< .01 

Sales Tax 12.20 P< .01 7.60 p< .01 12.75 p< .01 

 

Table 6.11 Paired t-test values for ROUGE-2 of our summarizer compared  

                               with three other systems for three different sub-domains. 

 

System A System B System C ROUGE-

2 

Measure 
t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

t-

value 

Sig. 

Level 

Rent 

Control 

4.49 p< .01. 4.29 p< .01 6.95 p< .01 

Income 

Tax 

6.70 p< .01 5.40 p< .01 6.98 p< .01 

Sales Tax 6.78 p< .01 5.28 p< .01 6.52 p< .01 

   [p < .01 – significant at 99% confidence level] 

 

Therefore, we can conclude that our summarizer significantly outperforms 

the other summarization methods for the different evaluation techniques 

considered in this study.   
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6.4.2   Distribution of Rhetorical categories in a human-generated summary 

Thus far, we have evaluated our summarizer results with different 

performance measures. Now, we compare the similarity in the rhetorical structures 

of human-generated and our system-generated summaries. Figure 6.5 shows the 

resulting category distribution amongst these 1125 sentences in the chosen 

human-generated summary, which are far more evenly distributed than the one 

covering all judgment sentences (Figure 3.10 of Chapter 3).  Ratio of the decision 

(label 6) and Final decision (label 7) are the two most frequent categories in the 

sentences extracted from judgments. We see less number of sentences extracted 

from History of the case (label 4). It clearly illustrates the importance of the types 

of roles considered in the summary in making the final presentation more user-

friendly.  We already mentioned that Ratio of the decision is the general legal 

principle justifying the judge’s decision and, in non-legal terms, we might 

describe those sentences as the central sentences of the text. From Figure 6.5, we 

clearly see that ratio contributes more to the final summary. The labels 

represented in Figure 6.5 denote the rhetorical roles which are defined in Table 

3.4 of chapter 3.  We can see more closer results in our system-generated 

summary for the important rhetorical roles like Ratio of the decision (label 6) and 

Final decision (label 7), which is shown in Figure 6.6. Based on the distribution of 

identified roles, we have modified our system-generated summary with a few 

lower ranked sentences. These minimal modifications improved the readability of 

our system-generated summary which is shown in Appendix A. 
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Figure 6.5 Distribution of rhetorical categories (summaries   

related to rent control domain) – human-generated.  
 

 

                    Figure 6.6 Distribution of rhetorical categories (summaries  

          related to rent control domain) – system-generated. 

6.5   Summary 

Human-quality text summarizers are difficult to design, and even more 

difficult to evaluate. The results of different research projects are not so easy to 

compare because the reported results often do not discuss the characteristics of the 

corpora. In this chapter, we analyzed the results of the experiments carried out to 

evaluate our text summarization algorithm. We have shown that the proposed 

summarizer outperforms the three other methods when all of them were compared 

with the same human reference summaries. We have also demonstrated that our 
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system matches 65% with the reference summary in terms of quality measures 

viz. precision, recall, and F-measure. Thus, it is shown that the use of term 

distribution model improves the summarizer performance irrespective of 

documents selected from different sub-domains. This also highlights the 

usefulness of statistical NLP in information retrieval applications. ROUGE score 

of our system summary is relatively better than the other systems considered in 

this study for all the three sub-domains. Finally, the evaluation results presented 

here show that the application of our term distribution model for the 

summarization of legal judgments is a promising approach.  
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CHAPTER 7 

 

SUMMARY, CONTRIBUTIONS AND 

FUTURE RESEARCH 

 

7.1   Summary 
 

In this thesis, our ultimate goal was to develop an end-to-end legal judgment retrieval 

system that will facilitate access to and comprehension of relevant judgments. To this 

end, first we looked at headnote generation of a legal judgment which is the most 

important task in facilitating easy understanding of a case and the preparation of its 

history. In this process, the identification of the structure of a legal document is a 

crucial problem. Accordingly, in this work, we have presented an annotation scheme 

for the rhetorical structure of the legal judgments, assigning a label indicating the 

rhetorical status of each sentence in a portion of a document. Our annotation model 

has been framed with domain knowledge and is based on the genre analysis of legal 

documents. Also, we highlighted the construction of proper features sets with an 

efficient use of CRF for segmentation of a legal document. This is the first-time 

application of CRF for document segmentation. The identified roles in this process 

have been shown to aid in the presentation of extracted key sentences at the time of 

final summary generation. While the system presented here shows improvement over 

the existing systems, there is still much that remains to be explored.  

Second, in the development of a legal ontology, several challenges with 

creation, maintenance, information retrieval, and the generation of key information 

related to legal judgments have been addressed.  In our work, we designed a novel 
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structural framework which has guided the development of the legal knowledge base. 

In the development of the framework, we held discussions with many leading legal 

experts on generalizing the concepts related to the three sub-domains of legal domain. 

The development of an ontology for intelligent information retrieval system has been 

analyzed, and a prototype implementation of the system has been described. The legal 

users are provided with the relevant documents based on their query on ontological 

terms instead of relying only on a simple keyword search among the queries. This 

approach has been shown to improve the quality of the results. User queries are 

enhanced with the rich collection of word features available in the knowledge base to 

retrieve relevant judgments from the document collection. The integration of several 

features of a term in the developed knowledge base used in our method has been 

shown to result in an excellent improvement of query results compared to that 

obtained by the baseline method. The legal ontology which we have proposed plays a 

decisive role in our summarizer in returning the more relevant judgments needed for 

the legal users. All of these have resulted in a knowledge-based system useful to the 

legal communities in their information retrieval. 

Third and finally, the mathematical model based approach for the extraction of 

key sentences has yielded better results compared to the simple term weighting 

methods. The K-mixture model that is computationally simpler and closer to negative 

binomial distribution has been used as the final model in our approach for single 

document summarization.  This is a special case of our earlier work on multi-

document summarization carried out for texts related to newspaper domain. With the 

addition of identified roles in legal texts, the important sentences generated using the 

probabilistic model will be reordered or suppressed in the generation of the final 
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summary. That is, we have significantly improved the extraction-based 

summarization results by modifying the ranking of sentences with the additional 

information on specific rhetorical roles. The summary generated by our summarizer is 

closer to the human generated headnotes.  Thus the legal community can get a better 

insight without reading a full judgment, and also the system-generated summary is 

useful in the preparation of a case history that has a greater bearing on their present 

case. 

The summarizers producing human-quality texts are difficult to design, and 

even so more difficult to evaluate. The results of different research projects are also 

difficult to compare because the reported results often do not discuss the 

characteristics of the corpora. Hence, all the results generated in this work have been 

confirmed for near-agreement with those generated by human subjects, and finally 

evaluated for statistical significance. The mathematical model based approach for 

extraction of key sentences has yielded better results compared to those by simple 

term weighting methods. We have shown that the proposed summarizer outperforms 

the four other methods considered, while benchmarking all of them against the human 

generated summaries. Further, it is also observed that irrespective of the sub-domains 

taken in this study, the summaries generated by the system proposed in this work are 

uniformly about 60% similar to the desired summaries. We have also demonstrated 

that our system nearly matches the reference summary in terms of quality measures 

like recall. We also find from the ROUGE measure that the system-generated 

summary is closer to the reference summaries. This also highlights the usefulness of 

statistical NLP in information retrieval applications. We note that the presentation of 

role-specific table-style summary without redundancy is an additional feature of our 
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summarizer. Thus, a better insight to judgment details is provided to the legal 

community. Finally, the evaluation results confirm the usefulness of developing a 

summarization system, given the difficulties of generating a general summary without 

consideration of user profile and the domain.  

7.2   Contributions and Future Research 

 

The goal of our research is to develop models and algorithms for retrieving information 

from legal document repositories. Improving the quality of summaries generated from 

legal documents is a worthwhile consideration in the light of information overload. The 

main contributions of this dissertation include:  

• A novel method of applying CRFs for segmentation in the process of 

structuring a given legal document. The rhetorical role identification from 

legal documents is one of the primary tasks in understanding the structure of 

the judgments. CRF model performs much better than the rule based and other 

rule learning methods in segmenting the text for legal domains. This is the first 

application of CRFs for document segmentation. 

• A potentially powerful and novel structural framework has been proposed for 

the construction of legal ontology. The top level components considered in our 

work are person, things, events, facts and acts. Some of the main features of 

the ontology include the notion of query enhancement and case histories for 

legal concepts that change their identity and category through processes; 

extensive concept hierarchy understanding; notion of understanding the terms 

which are relevant to the main concepts. Thus, a knowledge engineering 

approach has been attempted. 
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• Detailed study of three different sub-domains like rent control, income tax, 

and sales tax of legal domain for developing a common knowledge base.  

• Implementation of software environment for an intelligent information 

retrieval system for legal users:  our system demonstrates how the developed 

knowledge base can be used to improve query enhancement system results by 

using inference rules that employ knowledge contained in the ontology. 

• The segmentation of a document based on genre analysis is an added 

advantage and this could be used for improving the results during the 

extraction of key sentences by applying term distribution model. 

• The output of table style system-generated summary (headnote) is more useful 

for lawyers to prepare the case history that have bearing to the present case. 

 

There are many possible extensions of this work that can be undertaken as future 

research projects. Some of them are listed below: 

 

• Extending our method for accessing web-based legal texts to generate a 

summary online.  

• Extensions that incorporate more features to understand the rhetorical roles 

Arguments and Arguing the case in a more accurate manner.  

• Automate the construction of the ontology by facilitating the addition of new 

concepts by extracting the relevant terms and their relationships to the existing 

concepts. This shall be done with a big team of experts and engineers by 

exploring all the sub-domains related to the legal cases.  
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• A more detailed study of the inter-relationship of concepts and relations in the 

proposed framework for the addition of new sub-domains leading to 

automatically adding new sub-domains to the ontology.  

• Development of efficient query processing methods based on this ontology. 

Application of standard NLP techniques could help in the processing of 

queries automatically which can be used later for comparison with concepts in 

legal knowledge base. 

• The development of a full-fledged automatic summarization system that can 

outperform the existing statistical-based systems may be the final goal of any 

summarization research. We believe that the work presented here is a step in 

the direction of that goal. 
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APPENDIX A 
 

SAMPLE SUMMARY  

 
List of sample input file selected from www.keralawyer.com:  01 KLC 292 

 

 

20% single document summaries generated by different systems 

 

 

 

First revision petitioner is a partnership firm and other are its partners.The firm is 

doing business on commission basis in the sale and export of spices. We have perused 

the terms of Ext. A7 agreement. We may extract the clause on which reliance was 

placed by the counsel for the tenant as stated herein. That the Tenant agrees the new 

tenancy agreement aforesaid shall be for a period of three years from 1-1- 1983. 

Further it is agreed in case the Tenant wants to continue, they can continue on 

condition that they give an increase of 10%in the monthly rental amount every three 

years. Counsel submitted the landlord cannot seek eviction on any of the grounds in 

the Rent Control Act in view of the above-mentioned clause. As held by the Apex 

court in Nai Bahu v. Lala Ramnarayan, AIR 1978 SC 22 the provisions in the Rent 

control Act would prevail over the general law of the landlord and tenant. We are of 

the view that a tenant or landlord cannot contract out of the provisions in the Rent 

Control Act if the building lies within the purview of the Rent Control Act. The 

decision in Laxmidas Babaudas's case cited by the counsel for the revision petitioners, 

in our view, is not applicable to the facts of this case. In the instant case there is no 

fixed term lease, but the lease deed as only given an option to the tenant to continue 

on condition on an increase of 10% in the monthly rental amount every three years. 

We are of the view that clause, as such do not take away the statutory right of the 

landlord under the Rent control Act. We are of the view landlord has made out 

sufficient grounds in the petition under Section 11 (3) of the Act. We are not prepared 

to say such a claim lacks bona fide. We are of the view, in the facts and circumstances 

of the case, landlord has established the bona fide need for own occupation under 

Section 11 (3) as well as uAnder section 11(8). We find no reason to disturb the said 

finding. Revision lacks merits and the same is dismissed in limine. 

 
 

Example of 20% unstructured summary produced by our system 
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(Before K. S. Radhakrishnan & K.A. Mohammed Shafi JJ)- Thursday, the 31

st
 January 

2002/11
th
 Magha 1923 

Petitioner : M/s Allid Traders & others   -     Respondent:  The Cochin Oil Merchants 

Association   Court : Kerala High Court 

Rhetorical Status Relevant sentences 

Identifying the case Landlord has established the bona fide need for own occupation 

under section 11(3) as well as under section 11(8) – Is it correct?. 

Establishing the 

facts of the case 

In the instant case there is no fixed term lease, but the lease deed has 

only given an option to the tenant to continue on condition on an 

increase of 10% in the monthly rental amount every three year. We 

are not prepared to say such a claim lacks bonafide. 

Arguing the case That the tenant agrees the new tenancy agreement aforesaid shall be 

for a period of three years from 1-1-1983. Further it is agreed in case 

the tenant wants to continue, they can continue on condition that 
they give an increase of 10% in the monthly rental amount every 

three years.  

Arguments As held by the Apex court in Nai Bahu v. Lala Ramnarayan. AIR 

1978 SC 22 the provisions in the Rent control Act would prevail 

over the general law of the landlord and tenant. The decision in 

Laxmidas Babaudas’s case cited by the counsel for the revision 
petitioners, in our view is not applicable to the facts of this case.  

Ratio of the 

decision 

We are of the view that clause, as such do not take away the 

statutory right of the landlord under the Rent control Act.  We are of 

the view landlord has made out sufficient grounds in the petition 

under Section 11 (3) of the Act. We are of the view in the facts and 

circumstances of the case, landlord has established the bona fide 

need for own occupation under section 11(3) as well as under 

section 11(8). 

History of the case First revision petitioner is a partnership firm and other are its 

partners. The firm is doing business on commission basis in the sale 

and export of spices. We have perused the terms of Ext. A7 

agreement. 

Final decision We find no reason to disturb the said finding. Revision lacks merits 

and the same is dismissed in limine.  

 

Example of 20% structured summary generated by our system after post-

processing 
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First revision petitioner is a partnership firm and others are its partners. Respondent-

landlord has now preferred the present rent control petition under sections 11 3 and 11 

8 of the Kerala Buildings Lease and Rent Control Act. Counsel submitted term of the 

lease is liable to be extended every three years at the option of the tenant an such 

option has been exercised by the tenant continuously till date and even thereafter 

during the pendency of the present proceedings. Counsel submitted the landlord 

cannot seek eviction on any of the grounds in the Rent Control Act in view of the 

above-mentioned clause. Rent Control Act is a self-contained statute and the right s 

and liabilities of the landlord and tenant are to be governed by its provisions. AIR 

1974 SC 1924 held that an agreement in the lease deed providing that the parties 

would never claim the benefit of the Act and that the provisions of the Act would not 

be applicable to the lease deed is illegal. An agreement between a tenant and a 

landlord by which the tenant undertook to remove the building occupied by him on 

the expiry of the lease period of 3 years was held not opposed o public policy or the 

protection given to a tenant under the Act. We are of the view that a tenant or landlord 

cannot contract out of the provisions in the Rent Control Act if the building lies 

within the purview of the Rent Control Act. But indefinite continuance of the tenant 

even after the landlord has satisfied the ingredients of Section 11 of the Act in our 

view would be defeating the object and purpose of rent control legislation. 

 

 

    Example of 20% summary produced by MEAD system 
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Revision petitioners were in occupation company.  Earlier RCP. 177/81 was preferred 

by the landlord for eviction of the revision petitioners, which was later compromised. 

Respondent-landlord has now preferred the present rent control petition under 

sections 11 (3) and 11 (8) of the Kerala Buildings (Lease and Rent Control) Act. Rent 

Control Court dismissed the petition on both the grounds. Matter was taken up by the 

landlord before the Appellate Authority. Counsel submitted term of the lease is liable 

to be extended every three years at the option of the tenant an such option has been 

exercised by the tenant continuously till date and even thereafter during the pendency 

of the present proceedings. As held by the Apex court in Nai Bahu v. Lala 

Ramnarayan, AIR 1978 SC 22 the provisions in the Rent control Act would prevail 

over the general law of the landlord and tenant. Rent Control Act is a piece of social 

legislation and is meant mainly to protect the tenants form frivolous eviction. We are 

of the view that a tenant or landlord cannot contract out of the provisions in the Rent 

Control Act if the building lies within the purview of the Rent Control Act. It is true 

that they can lay down a contractual fixed terms of lease and during the pendency of 

the term of lease eviction cannot be ordered. The decision in Laxmidas Babaudas's 

case cited by the counsel for the revision petitioners, in our view, is not applicable to 

the facts of this case. We are of the view, in the facts and circumstances of the case, 

landlord has established the bona fide need for own occupation under Section 11 (3) 

as well as under section 11(8). 

 

 

    Example of 20% summary produced by Microsoft Word system 
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First revision petitioner is a partnership firm and others are its partners. The firm is 

doing business on commission basis in the sale and export of spices. Respondents 

herein is a company owning a double storied building in Jew Town, Mattanchery. 

They purchased the building in 1972. Revision petitioners were in occupation of the 

tenanted premises prior to that. A portion of the ground floor as well as the first floor 

of the building belong to and is in the possession of the respondent company. Earlier 

RCP. 177/81 was preferred by the landlord for eviction of the revision petitioners, 

which was later compromised. The claim for eviction was abandoned on the revision 

petitioners agreeing to pay enhanced rent at the rate of Rs. 500/ per month an don 

agreeing to surrender a part of the backyard of the building occupied by them in 

exchange for being given another portion of the backyard by the landlord. A fresh 

rent deed was executed between the parties on 22.12.1982 incorporating the terms of 

the fresh tenancy. We are of the view landlord has made out sufficient grounds in the 

petition under Section 11 (3) of the Act. Landlord is a non trading company 

constituted by Oil Merchants in the Cochin Area. It controls the trade. It is an 

occupant of the building adjacent to the petition schedule building. Landlord has 

been directed by the forward Markets Commission to improve the infrastructure 

facilities, failing which the recognition was liable to be withdrawn. In order to 

satisfy the infrastructural facilities insisted by the Forward Markets Commission 

landlord requires additional space. They are in need of trading hall. We are not 

prepared to say such a claim lacks bona fide. We are of the view, in the facts and 

circumstances of the case, landlord has established the bona fide need for own 

occupation under Section 11 (3) as well as under section 11(8).We find no reason to 

disturb the said finding. Revision lacks merits and the same is dismissed in limine. 
 

 

    Example of 20% summary produced by Baseline 
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The firm is doing business on commission basis in the sale and export of spices. 

Respondents herein is a company owning a double storied building in Jew Town, 

Mattanchery. Appellate Authority allowed the appeal on both the grounds. Aggrieved 

by the same this revision petition has been preferred y the tenants. We have perused 

the terms of Ext. A7 agreement.  We may extract the clause on which reliance was 

placed by the counsel for the tenant as stated herein. "That the Tenant agrees the new 

tenancy agreement aforesaid shall be for a period of three years from 1-1- 1983. 

Further it is agreed in case the Tenant wants to continue, they can continue on 

condition that hey give an increase of 10%in the monthly rental amount every three 

years." As held by the Apex court in Nai Bahu v. Lala Ramnarayan, AIR 1978 SC 22 

the provisions in the Rent control Act would prevail over the general law of the 

landlord and tenant. The Apex Court in Muralidhar Agarwal v. State of U.P. AIR 

1974 SC 1924 held that an agreement in the lease deed providing that the parties 

would never claim the benefit of the Act and that the provisions of the Act would not 

be applicable to the lease deed is illegal. But indefinite continuance of the tenant even 

after the landlord has satisfied the ingredients of Section 11 of the Act, in our view, 

would be defeating the object and purpose of rent control legislation. In that case 

there was a contractual fixed term lease. In the instant case there is no fixed term 

lease, but the lease deed as only given an option to the tenant to continue on condition 

on an increase of 10% in the monthly rental amount every three years. We are of the 

view landlord has made out sufficient grounds in the petition under Section 11 (3) of 

the Act. Landlord has been directed by the forward Markets Commission to improve 

the infrastructure facilities, failing which the recognition was liable to be withdrawn. 

We are of the view, in the facts and circumstances of the case, landlord has 

established the bona fide need for own occupation under Section 11 (3) as well as 

under section 1 (8). We find no reason to disturb the said finding. Revision lacks 

merits and the same is dismissed in limine. 

 

 

 

          Example of 20% human referenced summary 
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APPENDIX B 
 

Rent control sub-domain 

Words/ 

Phrases 

Basic 

Information 

Semantic 

Information 

Supplementary Information 

Building Status (things) 

Property 

Tangible 

Property 

Immovable 

Property 

 

 

 

 

 

 

House, Farm house, 

Apartments, Godown, 

Shops, warehouse, 

hotels, lodge, mansion, 

hostel 

Transfer of Property 

act 

Land acquisition act 

Urban ceiling act 

City tenants 

protection act 

Land reforms act 

Rent control act. 

Landlord Status (Person) 

Natural person 

Person 

Petitioner/ 

Respondent 

House Owner, Owner, 

Land Owner 

Transfer of property 

act, City tenants 

protection act 

Land reforms act 

Rent control act. 

Eviction Process (Events) Forcible act 

Legal or illegal 

Throw out, Thrown 

out, Expulsion, Expel, 

Cleared off 

Indian Penal code, 

Land acquisition act, 

city tenants 

protection act, land 

reforms act, rent 

control act 

 

Own use Facts Self/ Family 

member 

Bonafide need, self 

occupation, self use 

Rent control act, 

Land reforms act, 

Transfer of Property 

act 

Rent Facts Movable 

Property 

(Rent for land, 

building, ship) 

Arrears, Abnormal, 

default, Lease 

Rent control act, 

Land reforms act, 

Transfer of Property 

act 

Demolition Process 

(Events) 

Willful act 

 

Destruction, Pulling 

down, Knocking down 

Rent control act, 

Indian penal code 

Cut off/ 

withhold 

Amenities 

Process Willful act Facilities, Comforts, 

Easements, Services  

Rent control act, 

Indian penal code 

Sublet Process (Events) Willful act Sub lease, sub tenancy Rent control act, 

Transfer of Property 

act 

Recovery of 

possession 

Process (Events) Willful act Taking back 

possession/custody  

Rent control act, 

Transfer of Property 

act, Sale of goods act 
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Income tax sub-domain 

Words/ 

Phrases 

Basic 

Information 

Semantic 

Information 

Supplementary Information 

Assessee Status Natural Person 

Legal  entity 

Assessed  

 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act 

State Status Sovereign entity Government, 

Corporation, 

Punchayat, Assessor, 

income tax officer, 

commissioner, 

Commercial tax 

officer, Excise 

Commissioner 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act 

Assessment Process (event) Value Appraisal, estimation, 

evaluation, valuation 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act 

Building Status (thing) Immovable 

property 

 

House, Flat, 

Apartment, Shops 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act, 

Transfer of Property 

act 

Capital gains  Facts Tax   Income tax act 

Depreciation Facts Expenditure 

Deductible 

Allowable 

Reject 

Reduction, decline Income tax act, 

Companies act 

Exemption Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

Exclusion, Not 

included 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act, 

Transfer of Property 

act 

Deduction Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

 Income tax act, sales 

tax act, Customs act, 

Excise act 

Refund Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

 Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act, 

Transfer of Property 

act 

Penalty Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

Fine, Punishment Income tax act, 

sales tax act, 

Customs act, Excise 

act, property tax act, 

Land tax act, 

Transfer of Property 

act 

Perquisite Fact Tax Perk, Benefits, 

Compensation, 

Amenities 

Income tax act 
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Sales tax sub-domain 

Words/ 

Phrases 

Basic 

Information 

Semantic 

Information 

Supplementary Information 

Assessee Status Natural Person 

Legal  entity 

Assessed  

 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act 

Trader Status Natural Person 

Legal Entity 

Dealer,  Buyer, Seller, 

Agent, Broker, 

Merchant 

Income tax act, sales 

tax act, Customs act, 

Excise act 

Assessment Process (event) Value Appraisal, estimation, 

evaluation, valuation 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act 

Goods Status (thing) Movable 

property 

 

Supplies, 

Merchandise, 

Commodities, wares, 

Produce 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Sale of 

goods act, Contract 

act 

Inter-state 

sale 

Facts Movable 

Property 

Interstate, Cross-state 

border 

Sales tax act 

Value Facts Sale value Price, cost, rate Sales tax act, 

Customs act, Excise 

act, Transfer of 

Property act 

Exemption Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

Exclusion, Not 

included 

Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act, 

Transfer of Property 

act 

Deduction Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

 Income tax act, sales 

tax act, Customs act, 

Excise act 

Refund Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

 Income tax act, sales 

tax act, Customs act, 

Excise act, property 

tax act, Land tax act, 

Transfer of Property 

act 

Penalty Process/ Facts Allow/disallow/ 

Claim/Decline/ 

Reject 

Willful act 

Fine, Punishment Income tax act, 

sales tax act, 

Customs act, Excise 

act, property tax act, 

Land tax act, 

Transfer of Property 

act 

Deemed 

sales/Second 

sales 

Facts Willful act Considered Sales tax act, 

Customs act, Excise 

act 
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APPENDIX C 

C.1   Statistical Significance  

           In this study, a hypothesis has been framed for various measures to test the 

significance of the performance of the system results. That is, we hypothesize that 

there is no difference in the effectiveness of the two systems, i.e. the results of the 

two systems are equally effective.  We call hypotheses like these as null hypotheses 

and denote them by Ho. The null hypothesis is used for any hypothesis set up 

primarily to see whether it can either be rejected or accepted. Accepting or rejecting 

the hypothesis will be based on the testing of differences in the mean scores through 

some significance test. To approach the problem of hypotheses-testing systematically, 

the following five steps are considered [138]. 

 

1. Formulate a null hypothesis. In case the null hypothesis is rejected, accept the 

appropriate alternative hypothesis.  

2. Specify the level of significance.  

3. Construct a criterion for testing the null hypothesis against the given 

alternative, and the criterion should be based on the sampling distribution of 

an appropriate statistic. 

4. Calculate the statistical value, which will support the decision-making. 

5. Decision should be made to reject or accept the null hypothesis, or to reserve 

judgment. 
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C.2   Paired t-test 

Usually, the two-sample t-test shall be applied to all types of samples, which 

are independent in nature. We work with (signed) differences of the paired data, and 

test whether these differences may be looked upon as random samples from a 

population. We have to apply one-sample t-test to test data, which is referred to as the 

paired t-test. 

             A paired t-test is a statistical test, which has been applied to prove the 

significance of the difference between the mean scores. The procedure involves 

calculating a difference score for each measure. A test statistic called ‘t’ is then 

calculated. This t score is a measure of how far apart the average difference score is 

from zero in standard units. The larger the t value, it is more likely that the difference 

score is not zero, and hence the difference between the means is reliable. Paired t-test 

[138] should be applied under the following conditions:  

• For the purpose of comparing two means  

• When the measurements are distributed normally 

• When the data is measured on an interval or ratio scale  

The equation (C.1) used to calculate the t-statistic is given below: 

                                          X  - µ        

t    =     ---------------                                                           ……..  (C.1)  

                                          S / √ n   

 

where X and S are the mean and standard deviation of the differences of n samples 

respectively, and µ =0 (where  µ is the mean of the population of differences 

sampled).  
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TABLE C.I  TABLE OF CRITICAL VALUES OF ‘t’ 

 

 

Level of Significance Degrees of  

freedom (df) 
0.10 0.05 0.025 0.01 0.005 

1  3.08  6.31  12.71  31.82  63.66 
2  1.89  2.92  4.30  6.96  9.93 
3  1.64  2.35  3.18  4.54  5.84 
4  1.53  2.13  2.78  3.75  4.60 
5  1.48  2.02  2.57  3.36  4.03 
6  1.44  1.94  2.45  3.14  3.71 
7  1.41  1.89  2.36  3.00  3.50 
8  1.40  1.86  2.31  2.90  3.36 
9  1.38  1.83  2.26  2.82  3.25 
10  1.37  1.81  2.23  2.76  3.17 
11  1.36  1.80  2.20  2.72  3.11 
12  1.36  1.78  2.18  2.68  3.06 
13  1.35  1.77  2.16  2.65  3.01 
14  1.35  1.76  2.14  2.62  2.98 
15  1.34  1.75  2.13  2.60  2.95 
16  1.34  1.75  2.12  2.58  2.92 
17  1.33  1.74  2.11  2.57  2.90 
18  1.33  1.73  2.10  2.55  2.88 
19  1.33  1.73  2.09  2.54  2.86 
20  1.33  1.72  2.09  2.53  2.84 
21  1.32  1.72  2.08  2.52  2.83 
22  1.32  1.72  2.07  2.51  2.82 
23  1.32  1.71  2.07  2.50  2.81 
24  1.32  1.71  2.06  2.49  2.80 
25  1.32  1.71  2.06  2.49  2.80 
26  1.31  1.71  2.06  2.48  2.78 
27  1.31  1.70  2.05  2.47  2.77 
28  1.31  1.70  2.05  2.47  2.76 
29  1.31  1.70  2.05  2.46  2.76 
30  1.31  1.70  2.04  2.46  2.75 
40  1.30  1.68  2.02  2.42  2.70 
60  1.30  1.67  2.00  2.39  2.66 

120  1.29  1.66  1.98  2.36  2.62 
Infinity 1.28   1.64   1.96   2.33   2.58 
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APPENDIX D 
 

 

List of some of the cue phrases included in our CRF implementation for rent 

control domain: 

 

 

1) IDENTIFYING THE CASE : 

     Question/s / point/s for consideration is /are 

     Question/s point/s that arise for consideration  is /are 

     Question/s / point/s before us is /are 

     Question/s point/s that arise before us is /are 

 

 

We do not find any reasons to interfere with/we do not find anything to interfere with/ 

we are not in agreement with / we do not agree with  -  

 

Order under challenge in that…/ this order is under challenge   

 

2)   ESTABLISHING THE FACTS OF THE CASE:   

Relevant facts in this case    

Facts of the/this case 

In the fact of this evidence 

On the basis of established/Not established/ failed to  establish 

/proved/disproved/not proved 

Court/lower court/appellate court/ authority found that 

We/ this court find/found that 

It was found that 

“We agree with court/lower court/appellate court/authority” 

Supreme court/court says  -  

 

If .. so to be avoided. 

 

We find that /found that …  if it is presented by/ if that we / in our view  

 

I/ We / this court . find/found/finds/  /do not find  /  does not find / did not find 
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3) ARGUING THE CASE:   

According to Petitioner/Respondent/Appellant followed by within quotes citing court 

cases ( Case-laws can be detected by the letter “v” or “Vs” or “vs”) and “sections”/ 

“Sec” of “Act”. 

Petitioner/Respondent/Appellant filed affidavit/counter affidavit followed by strings 

as above  

Petitioner/Respondent/Appellant contended/ argued followed by strings as above. 

Indentation paragraphs should be added as a paragraph, 

 

4) HISTORY OF THE CASE:  

 
Petitioner filed against or Appeal/Petition is filed against 

Before the trial court/Appellate court/authority allowed/dismissed  

 

Remaining sentences from the document after processing 1,2,3,5,6,7 labels. 

 

5) ARGUMENTS:   

 
ABC v XYZ  or  ABC  Vs  XYZ  or ABC    V   XYZ followed by any year starting 

from 1900 onwards ( so anything between 1900 & 2100) …H.C./S.C./Privy Council  

Court/Lower Court/Appellate Court was of the view/ held We/this court find ….no 

merits/merits  

 

6) RATIO:   

            No provision in .. Act/statute 

            If ….. maintainable (maintained) 

            We hold 

            Not valid/legally valid/ legally not valid 

            We agree with Court….in holding that  

            We are of the view that 

 Statute 

 In view 

 According 

            We are also of view 

 Holding 

 

7) JUDGEMENT:  

 

In the/ Under the circumstances OR consequently the petition/Appeal/ 

Review/Revision…allowed/dismissed/upheld/ order of the .court upheld. 

Dismiss/dismissed/dismissing/sustained/rejected 
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