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Abstract— The traditional notion of network coding is that
of the output being linear combinations of incoming vectors at
each node in the network. This simple but powerful strategy
has been proved to possess multiple properties, from both a
throughput and a robustness/security perspective. This paper
seeks to take this strategy from the realm of vector spaces to
(unital free) modules over rings for two reasons: a. modules are
more general algebraic entities than vector spaces, allowing for
a larger set of options in picking code constructions and thus
allowing for a wider range of possibilities and tradeoffs among
parameters that govern network coding. b. Properties such as
non-commutativity and non-invertibility (no-inverse element)
of elements in the underlying ring may permit the network
designer to control the amount of information available at nodes
in the network, both on the data and the structure (topology)
of the network itself.

This paper’s main focus is to show that using modules based
on rings (with identity) does not cause a loss in throughput, i.e.,
that with or without inverse elements and commutativity, the
network-coding strategy achieves the cut-set bound in unicast
and multicast networks. The task of exploiting the more general
structure of such a coding scheme (for security or robustness
purposes) is left to a later document.

I. INTRODUCTION

Network coding has emerged as a new paradigm and
platform on which we can construct and design networks
[1]. Granting each node the ability to mix information flows
impacts the design of each component of the entire protocol
stack [2], [3], [4] of the network. Although this mixing
can in general be non-linear, the primary focus of much of
network coding research has been on linear transformations
over vectors spaces [9], [6], [5], as linear coding has proved
sufficient for attaining the cutset bound in multicast networks
[7].

Linear coding unfortunately, is not sufficient to achieve
the cutset bound for more general network configurations
[8]. This is one among several reasons to study extensions
of network coding theory to other (perhaps more general)
algebraic structures.

Fig. 1. Network Tomography: Non-commutative vs. Commutative Algebras

In this paper, we initiate the study of network coding as a
problem of transformations on modules over rings. As vector
spaces are special cases of modules and a multitude of coding
strategies exist in the linear domain alone, it is immediate
that the number of constructions and coding strategies to pick
from in the domain of network codes over rings is larger.
Our aim here is to show the existence of strategies that do
not reduce, in essence, to a linear coding strategy over finite
fields. We are therefore interested in strategies that involve
(possibly non-commutative) ring elements with or without
inverses. Although the exact quantitative benefits of network
coding over rings need careful investigation, here are some
intuitive applications of the idea:

1) Separating multiple flows in the network: Among the
difficulties in network coding are determining the set
of nodes at which to permit mixing of flows and the
subsequent separation of flows in the network. In the
finite field framework, given an element a € F' where
F is a finite field, the set ker(a) = x € Fla-2 =0
(sometimes called the kernel of element a) is the
(trivial) singleton set 0. In rings, however, each element
may have a non-trivial kernel, which for matrix rings
is referred to as the null space” of the matrix. This
allows for flows to be separated using scalar multipli-
cation only, and in particular, it does not require that an
intermediate node be able to partially decode incoming
flows.

2) Structural information about the network (tomogra-
phy): The disadvantage of commutativity among field
elements in traditional linear network coding over
finite fields is that even if the destination knew the
coefficients being used by intermediate nodes in the
network, it may not always be able determine the
nodes’ placement in the network. This is illustrated in
the linear network case in Figure 1. In the figure Y =
H?:l o; X. If o; are chosen to be non-commutative
ring elements instead of field elements in the encoding
process, it may be possible to distinguish the ordering
of the nodes and thus determine limited location infor-
mation. If there is a change in topology (i.e., two of
the nodes switch positions) a clever selection of non-
commutative ring elements again allows for this to be
detected at the destination.

The algebraic formulation for network coding using mod-



ules over rings is primarily performed for unicast networks
in this paper. This is because proofs for the multicast case
turn out to be relatively straightforward generalizations of the
techniques for unicast, and therefore are left out for brevity.
Multi-source settings are not considered in this paper.

The rest of the paper is organized as follows. The next
section introduces the algebraic formulation and basic coding
strategy. Section III, introduces and proves the main results
in the paper. Section V concludes the paper and discusses
future directions.

II. NETWORK CODING: ALGEBRAIC FORMULATION

In this section, we introduce an algebraic formulation for
network coding very similar to the one discussed in [9].
Let G be directed acyclic graph that forms a delay-free
communication network. Given any labeling on the vertices
in the graph {1,...,m}, let node 7 have inputs X; and
outputs Y;, . Our interest is in a “linear-like” relationship of
the form:

Vi =Y onXi, ¥k
J

where oy, are coefficients drawn from a ring with identity.
Xi; and Y;, themselves are modeled as the direct sum!.
By [10], both X;, and Y;, for all 4,7,k in the network are
elements of free unital modules. Although the formulation is
“linear-like”, the elements that form the transformation from
input(s) to output(s) may not have inverses in the ring and
may not commute with other elements.

In the same spirit as [9], we can define a transfer function
for this network. Let |C| be the size of the min-cut of this
network. Since each path in the graph is of finite length
and there are finitely many paths from source to destination
in this network, one can find a |C| x |C| matrix M that
represents the network as:

O =MI

where I and O are |C| x 1 input and output “vectors” whose
elements are from the ring under consideration. We already
know that if the elements that form the matrix M (and I
and O) are drawn from a finite field, then the symbolic
determinant of M is non-zero and that a substitution tech-
nique can be found to find a linear network coding strategy
that achieves capacity [9]. Our goal is to find a similar
substitution this matrix with ring elements.

A. Encoding and Decoding: Requirements and Decoupling

For the candidate ring to be used for encoding, we must
have, at minimum:

1) Finite-ness: The ring from which we draw components
of vectors and coefficients must be finite, as ultimate
we desire to map the elements of the ring to vectors
over I5.

ldirect sum of a ring is loosely defined as a “tuple” of ring elements. For
a formal definition, see [10]

2) Closure: This is part of the definition of rings. This is

essential for the same reason as in (1) above.

3) Identity: The ring must contain an identity to allow for

the encoding process to be reversed.

In network coding over finite fields, a natural decoding
mechanism (and analysis) is based on the invertibility of the
transfer function matrix. Inverting a matrix over a ring R
requires certain elements of the matrix to have inverses in
R, which cannot be guaranteed in an arbitrary ring. Division
rings have inverses, but Wedderburn’s "Little” Theorem [10,
Theorem 13.1] asserts that if R is a finite division ring, then
R is a field. Thus, considering division rings for encoding
and decoding does not allow for network coding to be gen-
eralized. To get around this problem, we decouple encoding
and decoding. For encoding, we consider a finite ring R, and
for decoding, we use the division ring D generated by R.
In general, this division ring will be infinite in size. This is
however not an issue for transmission or reception at any
node in the network, as the encoding at every node in the
network happens within the finite ring R. Thus, for the rest
of this paper, we will always assume that the decoding occurs
in the division ring generated by the ring.

III. NETWORK CODING OVER COMMUTATIVE AND
NONCOMMUTATIVE RINGS

A. Commutative Rings

Given the formulation in Section II , we can state the
theorem for unicast transmission using commutative rings as
follows:

Main Theorem: Given a directed acyclic graph G, there
exists a network code using free modules over a finite
commutative ring R as long as the size of R is large enough.

Proof: Note that the notion of determinant used for matri-
ces over fields extends to matrices over commutative rings
[11]. This is because the determinant is only a polynomial
function of the elements of the transfer matrix, and does
not require the notion of inverse to be defined. Similarly,
the notion of row (and column independence) extends to
commutative rings. Thus, if the multinomial corresponding to
the determinant has a non-zero evaluation, the transfer matrix
is invertible in the division ring generated by R. Thus, if we
can find a ring large enough to allow a non-zero determinant
for M, we have the desired network code.

A polynomial of degree n over a division ring generated by
a commutative ring can have at most n zeroes [10, Theorem
16.4]. Thus, if the maximum degree of the multinomial
corresponding to the determinant of M is d, a commutative
ring with identity with more than d non-zero elements will
allow for a network code that is invertible. This concludes
the proof.

Note that, like network coding over finite fields, the (only)
constraint on the commutative ring is on its size. In the case
of non-commutative rings, neither the proof technique nor
the constraints are this succinct.



B. Non-commutative Rings

In the case of a non-commutative ring R, there is no
standard notion of determinant of a matrix comprised of
entries from R. For the case where all the coefficients are
picked from the center of the ring, the proof technique is
identical to that in Subsection III-A. In this section, we study
the case where coefficients are drawn from outside the center
and therefore do not commute with each other.

The notion of quasi-determinant for a matrix over R was
defined in [12] by Gel’fand and Retakh, and is the key
tool we use for the noncommutative scenario. For an n X n
matrix M” let M¥, k < n denote the kth leading principal
submatrix and let mf’j denote the (4,5)th element of MF.
Let M’/“n /a denote the k—1x k—1 submatrix of M* with the
pth row and the gth column removed. Let M’j /s be the rth
row of M"* with the sth element removed and let (M) |
be the sth column of MF with the rth element removed.

For the matrix M*, [12] defines k2 quasi-determinants
Aﬁj,l <i<k,1<j<k as follows:

N k ko N=1 kT
Aij=mij — Mi,/j(M/i,/j) (M )j,/i
Note that if the inverse of M* (denoted (M*)~!) was
defined, then

E \—1 ky—1
(Ai,j) = (M )zj

in the division ring generated by the ring R. For the matrix
M" to be invertible over R (or in other words, to have
left linearly independent rows and right linearly independent
columns), it is sufficient that for any p, there exists a ¢
such that A, ; is non zero [12, Proposition 1]. This can be
recursively reduced to the following statement:

Corollary:[12] For every 1 < k < n, if A’fﬁl is non-zero,
then MP is invertible.

Thus, instead of one polynomial as in the finite field
case, we now have n functions of the entries of IM,,, none
of which are polynomials. This makes it much harder to
solve, but the recursive nature of the corollary above would
suggest an inductive construction. Given a general (not left
nor right) polynomial, if we can find a nonzero assignment
for it over an infinite noncommutative division ring, then we
can recursively construct a solution as described below:

1) For k = 1, we obtain a polynomial, say P. For
this polynomial P, we want to find a substitution
that makes it non-zero. Note that this is a general
multinomial over the ring R. Assume we can find a
nonzero assignment for P over R.

2) Assume that for £ — 1 a substitution exists such that
MF—1 is invertible. To ensure that M* is invertible,
we must ensure that A’fl is non-zero. Note that with
the given choice of substitutions for ME-L MPF is a
polynomial over the division ring, and it is a general
polynomial that is non-zero in the symbolic form.
Thus, in the (infinite) division ring, we hope that there

exist substitutions for this polynomial such that the
polynomial is non-zero.

3) Repeat this process until £ = n. The ring R is the
smallest ring that contains all the n substitutions made
above.

Thus, the construction is contingent upon finding substi-
tutions from R for a given general polynomial so that it
evaluates to a nonzero value. There is in general no guarantee
that the ring R above will be finite. If R is finite, then we can
use binary coding, otherwise we will have to use the reals. It
turns out however, that we can construct network codes over
perhaps the most intuitive framework for network coding
over rings- the matrix ring. We provide a concrete example
of the matrix ring next.

IV. MATRIX RINGS

in F4m
Vectorin F [T T 111 [T T 11

Two vectors in F2m | 1+ —

One vector in M, (F ) e —
Of length m

Network coding using m-length modules over M,(F)

4m vectors over F4m

A special class of non-commutative rings of interest is
the family of matrix rings. Matrix rings over finite fields
(denoted M, (F'), where F is the finite field and the matrices
in the ring have size n X n) are particularly attractive as the
coding scheme for them (and the mapping from ring elements
to bits) is quite intuitive and the generalization from linear
networks codes is straightforward.

For simplicity, we deal with M>(F') in this section, a set
of 2 x 2 matrices over a finite field F'. Note that this is a
finite ring and not a division ring as every element does not
have an inverse. The encoding process treats each packet
(consisting of 4m elements of the finite field F') as a vector
of length m formed from elements of Ms(F'). This is done
as follows: if vi™ € F4™ denotes the packet as a row-vector
over F', the encoding process transforms it into a matrix of

the form
vfm
4m

m

Vom+1 ] -
where w!® is a m-length vector over My(F'). In this
setting, each symbol w(® € My(F') carries 4 times the
amount of information as v{* € F'. After encoding, the
vector w" is transmitted across the network, network coding

is done by matrix multiplication at intermediate nodes and



the output vector, say 27" is re-converted into a length 4m
vector over F' at the receiver.

The net transfer function in this case can also be repre-
sented as a m x m matrix over the ring M (F'). However,
it is also equivalently a 2m x 2m matrix over the field F'.
Thus, equivalently in terms of fields, the encoding process
can be seen as the use of the same 2m x 2m transfer matrix
for two sub-packets of the original 4m length packet -
v$™ and v3"_ . If this transfer function is invertible, then
both of these sub-packets can be received successfully at the
destination. We can easily ensure this using the principles
detailed for linear coding over finite fields in [9] by picking a
field large enough to ensure the resulting matrix is invertible.

Thus, network coding using modules that are based on
matrix rings over fields seems like a special case of regular
linear network coding over finite fields. It is however, an
interesting case as constraining the two sub-packets of the
packet to have the same transfer matrix grants us the non-
commutativity property of the network code, while it does
not reduce network capacity.

V. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we present a formulation that allows for
network coding to be performed using free unital modules
over rings. Intuitively, this can be viewed as replacing the
scalars in linear network coding with vectors, and vectors
in linear network coding with “vectors” of vectors, and
thus, in a loose sense, performing network coding in higher
dimensions. We find sufficiency conditions on commutative
rings such that network coding achieves unicast capacity.
The generalization of this to multicast capacity is relatively
straightforward and thus not discussed in the paper. An
inductive methodology is presented for designing network
codes in non-commutative rings. Two possible applications
of these codes are identified: in network tomography and in
separating flows in the network.

Future directions include: a) application of these codes
in studying multi-source multi-destination networks and b)
in developing identity and topology maintenance algorithms
that use network coding as their main framework.
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