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—— Abstract

We provide a single-key functional encryption scheme for Deterministic Finite Automata (DFA).
The secret key of our scheme is associated with a DFA M, and a ciphertext is associated with an
input x of arbitrary length. The decryptor learns M (x) and nothing else. The ciphertext and key
sizes achieved by our scheme are optimal — the size of the public parameters is independent of
the size of the machine or data being encrypted, the secret key size depends only on the machine
size and the ciphertext size depends only on the input size.

Our scheme achieves full functional encryption in the “private index model”, namely the entire
input x is hidden (as against x being public and a single bit b being hidden). Our single key FE
scheme can be compiled with symmetric key encryption as in [18] to yield reusable garbled DFAs
for arbitrary size inputs, that achieves machine and input privacy along with reusability under a
strong simulation based definition of security.

We generalize this to a functional encryption scheme for Turing machines TMFE which has
short public parameters that are independent of the size of the machine or the data being en-
crypted, short function keys, and input-specific decryption time. However, the ciphertext of our
construction is large and depends on the worst case running time of the Turing machine (but not
its description size). These provide the first FE schemes that support unbounded length inputs,
allow succinct public and function keys and rely on LWE.

Our construction relies on a new and arguably natural notion of decomposable functional
encryption which may be of independent interest.
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1 Introduction

Functional encryption permits controlled disclosure of encrypted data, enabling the evaluator
to learn some authorised function of encrypted data in the clear. In functional encryption
(FE), a secret key corresponds to a function f and ciphertexts correspond to strings from
the domain of f. Given a function SK; and a ciphertext CTy, the decryptor learns f(x) and
nothing else. Functional encryption has found diverse applications, such as spam filtering on
encrypted data [18], online dating [20], delegation of computation [24] and many others.
The function embedded within the secret key in FE is typically represented as a circuit.
While circuits are a powerful model of computation, the circuit representation has significant
drawbacks in practical scenarios. Consider the application of spam filtering on encrypted
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emails, where the email gateway may be given a key to test the incoming email for spam.
Representing the computation as a circuit forces emails to be of a fixed length — a requirement
which is ill-fitting and wasteful. Another significant drawback of the circuit model is that it
incurs worst case running time on every input.

In practice, most spam filters as well as malware and intrusion detection systems are
implemented using pattern matching operations represented as deterministic finite automata
(DFA) [28, 21, 6, 14]. Note that in all these applications, the size of the input is highly variable
and instance specific, and restricting it to be of fixed length is cumbersome. Therefore a
functional encryption scheme for DFAs which supports dynamic data length would be the
“right fit” in such situations. However, although functional encryption for circuits has been
constructed based on the hardness of Learning With Errors (LWE) in the single key setting,
it is unclear how to leverage these techniques to support the arbitrary data length required
by DFAs.

1.1 Our Results.

In this work, we provide a single-key functional encryption scheme for Deterministic Finite
Automata (DFA). The secret key of our scheme is associated with a DFA M and a ciphertext
is associated with an input x of arbitrary length. The decryptor learns M (x) and nothing
else. The ciphertext and key sizes achieved by our scheme are optimal! — the public key
size is independent of the machine and input size, the secret key size depends only on the
machine size and the ciphertext size depends only on the input size.

Our scheme achieves full functional encryption in the “private index model”, namely the
entire input x is hidden (as against x being public and a single bit b being hidden). Our
single key FE scheme can be compiled with symmetric key encryption as in [18] to yield
reusable garbled DFAs for arbitrary size inputs, that achieves machine and input privacy
along with reusability under a strong simulation based definition of security.

We generalize this to a functional encryption scheme for Turing machines TMFE which
has short public parameters that are independent of the size of the machine or the data being
encrypted, short function keys, and input-specific decryption time. However, the ciphertext
of our construction is large and depends on the worst case running time of the Turing machine
(but not its description size). These provide the first FE schemes that support unbounded
length inputs, allow succinct public and function keys and rely on LWE.

Our construction relies on a new and arguably natural notion of decomposable functional
encryption which may be of independent interest.

1.2 Related Work.

Functional encryption for DFAs has received some attention already. Closest to our work is
the “Attribute Based Encryption” scheme for DFAs constructed by Waters [29]. In [29], the
encrypt algorithm takes as input a pair (x,b) where x may be of arbitrary size, and b is a
bit. The key corresponds to a DFA machine M so that given a key for M and a ciphertext
for (x,b), the decryptor learns the bit b if and only if M accepts x. Note that in contrast to
our work, the vector x is not hidden by the construction, neither is the machine M; only the
bit b is hidden. On the other hand, the construction [29] can support polynomially many
keys, whereas ours can only support a single key. Attrapadung [5] extended the work of

! upto logarithmic factors.
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Waters [29] to achieve adaptive rather than selective security. Another work that constructs
Attribute Based Encryption for DFAs is by Boyen and Li [8]. However, in their construction,
the input size to the DFA must be bounded in advance; avoiding this restriction is the main
motivation for our work.

There are other known functional encryption systems that support unbounded size inputs,
even supporting Turing machines, achieving input specific runtime and dynamic data length
[17, 2, 7, 23, 12, 13]. However, the mildest assumption required by this line of work is the
existence of indistinguishability obfuscation.

From standard assumptions, single key functional encryption has been constructed for
all polynomial sized circuits [27, 18]. A natural approach to construct reusable garbled
DFA/TM then, is to convert the machine to a circuit and leverage the constructions of
[27, 18]. However, instantiating this compiler with the reusable garbled circuits construction
[18] leads to a construction that cannot support dynamic data lengths, which is the main
focus of this work. On the other hand, using the construction by Sahai and Seyalioglu [27]
leads to a DFA/TM FE construction with large public key and ciphertext size, since the
construction by [27] suffers from public key and ciphertext size that depend on the circuit
size. Please see Appendix A for more details.

1.3 Our Techniques.

To begin, we describe our single key FE scheme for DFA. Next, we describe how this
construction may be generalized to Turing machines.

1.3.1 Single Key FE for DFA.

We briefly recall how a DFA works. A DFA machine M is represented by the tuple
(Q, %, T, qst, F) where @ is a finite set of states, X is a finite alphabet, T': ¥ x @ — @Q is the
transition function, g is the start state, F' C @ is the set of accepting states. Upon input
w € XF for some arbitrary polynomial k, the machine M accepts w if and only if there exists
a sequence of states qi, ..., qx so that ¢1 = qst, T(w;, q;) = qip1 for i € [k — 1], and g5 € F.

To mimic the DFA computation, a natural starting point is to imagine a function key
that stores the transition table of a DFA, receives as input the current (symbol, state) pair
and produces as output an encryption of the next state of the computation. In more detail,
say the encryptor provides encryptions of each input symbol z;, for i € [|x|], in addition to
an encryption for the first (fixed) state gs;. Now, the function key could accept 2 inputs
(21, gst), lookup the transition table and produce an encryption of the next state ¢a. Suppose
this encryption can only be paired with the encryption of 2 and none other, then we could
provide (2, ¢2) as input to the function in the next step, thus propagating the computation.

We tie together encryptions of symbol with encryptions of state via the notion of
decomposable functional encryption. Intuitively, decomposability requires that the public
key PK and the ciphertext CTy of a functional encryption scheme be decomposable into
components PK; and CT; for j € [|y|], where CT; depends on a single deterministic bit y; and
the public key component PK;. All components CT are tied together by common randomness
used for their creation, although each CT; may use additional independent randomness.
Aside from the message dependent components, a ciphertext can contain components that are
independent of the message and depend only on the common randomness. The main advantage
offered by decomposable functional encryption is that given the common randomness, each
ciphertext component CT; can be constructed independently of the rest. These components
can then be joined together to create a complete ciphertext which can then be decrypted

XX:3



XX:4

Reusable Garbled Deterministic Finite Automata from Learning With Errors

successfully. Additionally, only components that were constructed using the same randomness
can be “joined”, thereby preventing mix and match attacks where an adversary tries to treat
mismatched symbol state pairs such (z3,¢2) as a single legitimate input.

Now, suppose we have a decomposable functional encryption scheme for circuits. Then, we
may proceed with the aforementioned strategy and divide the ciphertext into two components
— the first encoding the current symbol, and the second encoding the current state. We may
use the function key to generate the second component, using the same common randomness
that was used to generate the first component.

To take this approach forward we must find a suitable decomposable functional encryption
scheme for circuits — fortunately most functional encryption schemes in the literature are
decomposable. In particular, we show that the the succinct single key FE by Goldwasser et
al. [18] is decomposable. This scheme appears suitable for our purposes as the ciphertext
and public key in this scheme are independent of circuit size.

However, note that the ciphertext of [18] suffers from output-size dependence, i.e. it
grows linearly with the output length of the circuit. This implies that the function key may
not produce an output that is proportional to the length of the ciphertext. To obtain a
(single key) construction from LWE, we resolve this issue by repurposing a classic trick from
Yao’s garbled circuit construction, so that the output length of the circuit can be made
independent of the ciphertext size, at the cost of blowing up the ciphertext size somewhat.
More concretely, instead of having the circuit output a new ciphertext, the encryptor provides
symmetric key encryptions of CktFE [18] ciphertext components, encrypting all possible
bit values (nesting CktFE ciphertext inside SKE ciphertext), and the function key outputs
the SKE keys to unlock the correct CktFE ciphertext components, corresponding to the bit
values chosen by the key. This allows us to select the next state with a circuit output length
independent of the ciphertext size. For more details, we refer the reader to Section 4. This
provides input privacy and reusability but not machine privacy. We achieve machine privacy
following ideas of [18] — see Appendix E for details.

1.3.2 Single key FE for Turing Machines.

To extend the above construction to support Turing Machines, we must address two challenges:
a) head movements should not reveal anything about the input and b) we need to write to
the tape. Below we describe how to handle each challenge in turn.

To overcome the first challenge, a natural approach is to use oblivious TMs, which fix
the head movement of a TM to be independent of the input. Moreover, there exist efficient
transformations that convert any Turing machine M that takes time T to decide an input
to an oblivious one that takes time TlogT to decide the same input [25]. It remains to
address the challenge of handling tape writes. Since the head movements of the TM are
now fixed, the only thing that the transition function must specify is the next state, and
the symbol that must be written to the current tape cell. We leverage decomposability and
have the encryptor provide a ciphertext component encoding state, and another component
encoding current work tape symbol for every step in the computation. Indeed, this forces
our ciphertext to depend (linearly) on worst-case runtime of the Turing machine. All the
ciphertext components for a given time step are tied together with common randomness as
before. To ensure that the decryptor only learns the ciphertext components corresponding to
the particular state and tape symbol that occur during computation, the encryptor encrypts
all CktFE ciphertexts with symmetric key encryption SKE. As in the case of DFA, the
function key selects the appropriate SKE keys to reveal the CktFE ciphertext encoding next
state and symbol to be read.
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The careful reader may have noticed that the above description glosses over an important
detail: the cell that is written into at step ¢ may be next accessed at any step j > i, so

the CktFE ciphertext at step ¢ must encode SKE keys for some unknown future step j.

Fortunately, the machinery of oblivious TMs comes to our aid again. Since in an oblivious
TM, there exists a function ¢ that computes the step that particular cell will be accessed next,
in step ¢, in addition to selecting the state for step ¢ + 1 as we did in DFAs, the function key
will also select the tape symbol to be read in step t(¢). At any step j, the appropriate SKE
keys for the state were provided in step j — 1 and for tape symbol were provided at step i < j
where t(i) = j. Hence, the decryptor at step j has the SKE keys to unlock the CktFE CT

components for both state and tape symbol, which lets her proceed with the computation.

For more details, please see Appendix D.

1.4 Organization of the paper.

In Appendix A, we discuss additional related work. In Section 2, we define the preliminaries
we require for our constructions. In Section 3, we define the notion of decomposable functional
encryption. In Section 4, we provide our construction for single key FE for DFAs. We show
how to compile this with symmetric key encryption to achieve reusable garbled DFAs in
Appendix E. In Appendix D, we provide our construction for single key functional encryption
for Turing machines.

2 Definitions : FE for Deterministic Finite Automata

In this section we provide some notation and preliminaries that we require. In Appendix B,
we provide notation and additional definitions.

Functional encryption for deterministic finite automata (DFA) is defined analogously to
functional encryption for circuits, except that the public parameters may not depend on the
input length, which is unknown a priori. In this section, we will define single key functional
encryption for DFAs.

A DFA machine M is represented by the tuple (Q, X, T, gst, F') where @ is a finite set of
states, ¥ is a finite alphabet, T': ¥ x Q — @ is the transition function (stored as a table),
st is the start state, F/ C @ is the set of accepting states. Upon input w € ¥ for some
arbitrary polynomial k£ (not known to the setup algorithm), the machine M accepts the input
if and only if there exists a sequence of states ¢i, ..., g so that g1 = qst, T (w4, qi) = giy1 for
i€lk—1], and g, € F. We say M(w) = 1 iff M accepts w and 0 otherwise.

2.1 Definition

Let M, : Q. x X, — Q, be a DFA family. A functional encryption scheme DfaFE for
M consists of four algorithms DfaFE = (DfaFE.Setup, DfaFE.KeyGen, DfaFE.Enc, DfaFE.Dec)
defined as follows.

DfaFE.Setup(1¥) is a p.p.t. algorithm takes as input the unary representation of the
security parameter and outputs the master public and secret keys (PK, MSK).
DfaFE.KeyGen(MSK, M) is a p.p.t. algorithm that takes as input the master secret key
MSK and a DFA machine M and outputs a corresponding secret key SKj,.
DfaFE.Enc(PK, w) is a p.p.t. algorithm that takes as input the master public key PK and
an input message w and outputs a ciphertext CT.,.

DfaFE.Dec(SKum, CTy ) is a deterministic algorithm that takes as input the secret key
SKys and a ciphertext CTy, and outputs M (w).
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» Definition 1 (Correctness). A functional encryption scheme DfaFE is correct if for all
M e M and all w € ¥,

(PK, MSK) + DfaFE Setup(1*);
r = negl(x)
DfaFE.Dec(DfaFE.KeyGen(MSK, M), DfaFE.Enc(PK,w)) £ M(w)

where the probability is taken over the coins of DfaFE.Setup, DfaFE.KeyGen,
and DfaFE.Enc.

2.2 Security

In this section, we define simulation based security for single key FE for DFAs. The definition
is analogous to that for circuits, as provided in Appendix B.1.1.

» Definition 2 (FULL-SIM- Security for DFA-FE.). Let Faq be a functional encryption scheme
for a DFA family M. For every p.p.t. adversary A = (A1, As) and a p.p.t. simulator Sim,
consider the following two experiments:

real ideal

EXPDfaFE,A(1K)= EXpraFE,Sim(lﬂ):

: (PK, MSK) « DfaFE.Setup(1”)
: (M, Stl) (*Al(PK)

: skas < DfaFE.KeyGen(MSK, M)
: (X, St) <—A2(St1, PK7S|(1V1)

: CT <« DfaFE.Enc(PK, x)

: Output (st,CT)

(PK, MSK) «+ DfaFE.Setup(1~)
(]\4-7 Stl) (*Al(PK)

skas <— DfaFE.KeyGen(MSK, M)
(x,st) «Az(st1,PK,skas)

CT « Sim(PK, skar, M, M (x), 1)
Output (st,CT)

O Ul A W N

The DFA functional encryption scheme Faq is then said to be single query FULL-SIM
secure if there exists a p.p.t. simulator Sim such that for every p.p.t. adversary A = (A1, As),
the following two distributions are computationally indistinguishable:

| c ideal
{ExprDe?aFE,A(ln)} ~ {EXPID?:FE,Sim(lK)}
rEN KEN

3 Decomposable Functional Encryption for Circuits

In this section, we define the notion of decomposable functional encryption (DFE). Decompos-
able functional encryption is analogous to the notion of decomposable randomized encodings
[3]. Intuitively, decomposability requires that the public key PK and the ciphertext CTy of a
functional encryption scheme be decomposable into components PK; and CT; for i € [|x]],
where CT; depends on a single deterministic bit x; and the public key component PK;. In
addition, the ciphertext may contain components that are independent of the message and
depend only on the randomness.

We assume that given the security parameter, the following spaces are fixed: P containing
public key components, Ry, Ro containing randomness used for encryption and C containing
the encoding of a single message bit. The length of the message |x| can be any polynomial.
Formally, let x € {0,1}*. A functional encryption scheme is said to be decomposable if there
exists a deterministic function £ : P x {0,1} x Ry X Rqa — C such that:

1. The public key may be interpreted as PK = (PKj, ..., PKg, PKingpt) where PK; € P for
i € [k]. The component PKiydpt € P’ for some j € N.
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2. The ciphertext may be interpreted as CTx = (CTyq,...,CTg, CTindpt), where
CTZ =& (PKZ'7£EZ'77’, 7A’Z) Vi € [k] and CTindpt =& (PKindptvrv ’IA’)

Here r € R1 is common randomness used by all components of the encryption. Apart
from the common randomness r, each CT; may additionally make use of independent
randomness 7; € Ro.
We note that if a scheme is decomposable “bit by bit”, i.e. into k components for inputs
of size k, it is also decomposable into components corresponding to any partition of the
interval [k]. Thus, we may decompose the public key and ciphertext into any i < k
components of length k; each, such that 3" k; = k. We will sometimes use £(y) to denote

the tuple of function values obtained by applying £ to each component of a vector, i.e.

E_(PK,y,r) £ (5(PK1,y1,r,f1), . 76’(PK;€7g;k,7°,fk)), where |y| = k.

4 Single-Key Succinct FE for DFAs from LWE

In this section, we will construct a single key (public key) functional encryption scheme for
deterministic finite automata (DFA). Our construction makes use a decomposable single key
FE scheme for circuits, CktFE. In Appendix C.1, we show that:

» Lemma 3. The single key, succinct functional encryption scheme for circuits by Goldwasser
et al. [18], based on LWE (Appendiz B.4) is decomposable.

Conceptually, we decompose the input into two components of size ¢; and {5 each, where
the second component is further decomposed bit by bit. We will use the first component
to encrypt the current input symbol in the DFA computation and keys to select the next
state in the computation, and the second component to encrypt the current state in the DFA
computation. While the input symbol encoded in the first component can be treated as a
unit of size 1, it will be helpful for us to represent the encoded input of size ¢5 bit by bit.

Thus, we have,

CKtFE.PK = (PKy, PKy, PKingpt) and CKtFE.CT = (CTy, CT2, CTindpt)

Now, let CktFE.Enc(PK, x|ly) = (CT1,CT2, CTindpt)
= (E(PKla X, T, f'l)v g(PK% y, 7, f'2)a S_(PKindpta r, fS))
We decompose S(PK27 y,r f‘2) = (E(PKQ,ly Yy1,7, TAZ,l)a cee ag(PKZ,fga Yeoys T, fQ,ZQ))
Recall that £ : P x {0,1} x Ry x Ry — C and &(x) denotes the tuple of function values
obtained by applying £ to each coordinate. Then,
Let [x| =101, |y|=¢, PK;eP", PKyeP?,
FEN, PKipgpt €P?, r€Ry, t1€RY, #reR2, #3€R)

In what follows, we abuse notation slightly and omit mention of the independent, fresh
randomness from Ry needed for each invocation for £. For convenience, we club the message
independent component CTingpt with CT; and let

C = (CT1, CTindpt) and d = CT2 = (CTQ,l, ey CTQ,éz)

Let My : Q. X 3, — O, be a DFA family. For notational convenience, we will drop the
subscript x here on. Let Q = |Q|, the size of the state space of the DFA family. Then, the
single key functional encryption scheme for DFAs is constructed as follows.

XX:7
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DfaFE.Setup(1%): Upon input the security parameter 1%, do:

1. Choose a symmetric key encryption scheme SKE with key space K.
2.

Define a circuit family as follows. Let F : X — ) where X = (X x K289 x {0,1}) x Q
and Y = K1°8Q. We set

0= 2]+ K289 11, £, =1Q] =logQ

where || denotes size in bits. Let £ = {1 + £5.

. Invoke CktFE.Setup(1*,1%) to obtain PK = (PKl, (PKa1,

ey PKgJogQ), PKindpt) and
MSK.
4. Output (PK, MSK).

DfaFE.Enc(PK,w): Let |w| = k. Note that k is arbitrary, and unknown to DfaFE.Setup
Do the following:

1. Sample randomness r;<R1 for i € [k].
2. Sample SKE keys as follows. We define

0 1 0 1
Kit1 = ((K(i+1,1)7 K)o (Kli110g0) Kliv11080))

where K[, ; - K fori € [k —1], j € [logQ], b € {0,1}.
3.

Define message y; = (w;, Kit1,0) for i € [k — 1] and yi = (wg, L, 1).
. For i € [k], we define:

ci1 = E(PKy,yi, 7)),

5. Let d; = € (PKy, qst,71). Here g denotes the start state of the DFA. Further, let

Ci2 = E(PKindptyri)7 C; = (01,1701,2)

d}; =& (PKyj,b,r;) Vi€ [2,k], j €log@Q], be{0,1}.

di, = (df’]) Vj € [log Q] where g; is the jth bit of ¢.

For i € [2,k], j € [logQ], b € {0,1} encrypt each d? ; using the corresponding key K/ ;
as:

b b qb
d;; = SKE.Enc(K;;,d; ;)
Choose b; ; < {0,1} randomly for ¢ € [2,k], j € [log Q] and define:
ﬁi,j = (a?fjj»a?fjj ) D, = (f)z‘,j% D, =d;

8. Output CTy, = {c;, D;} for i € [k].

DfaFE.KeyGen(MSK, M): Let M denote a DFA machine and T' denote its transition matrix.

Let T, denote the i row of T, with format ((0, q) — q’) indicating that the machine

enters state ¢/ upon input symbol o and input state ¢q. Let SKj; = CktFE.Keygen(MSK, f)
where f is defined below in Figure 1.

DfaFE.Dec(SKy, CTyw): Interpret CTyw = (c;, ]ji)ie[k] and let d; 5, = D.
Initialize ¢ = 1. While i < k, do the following;:

Let CT; = (ci,dig,). Recall that d;, = (df}}) for j € [logQ]. If i = k, let
b < CktFE.Dec(SKy, CT},). Output b and exit.
Else let (Ki-i-l,la . -aKi+1,10gQ) = thFEDec(SKf,CT;)
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Function f((o, K, flag), q)

1. Lookup table T for (o, q). Say that (o,q) — ¢'. If no entry is found, output L and exit.
2. If flag = 1, check if ¢’ is an accepting state. If yes, output 1, else output 0 and exit.

3. If flag = 0, parse K as {(K}, K;)} for j € [logQ], b € {0,1}. Choose the log @ keys K;]j
(for 7 € [log Q)), corresponding to the bits of ¢’ and output these.

Figure 1 Function to provide keys for next state in DFA computation.

For j € [log Q], try to decrypt each value in f)i+1,j using obtained key K11 ;. Exactly
one of the two ciphertexts per bit position will be decrypted, say (Aifj_l ;- Set

ditr,gs = ( SKEDec(Kiy15,di%,,) ) V) € [log Q)

Increment 3.

4.1 Correctness.

In this section, we establish correctness of the above construction. Before we proceed with
the formal argument, we provide some intuition. Note that in the encryption, the first
component c; encrypts message y;, which contains the ¢th input symbol, along with the

set of all 2log @ symmetric keys used to construct SKE encryptions of the (i + 1) state.

In the second component, the element d? ; in tuple (d?; ) for j € [logQ] and b € {0,1},
contains an encryption of bit b, corresponding to the event that the j** bit of i*" state is
b. The set D; contains 2log @@ SKE encryptions of d?,j under keys Kf” ;» shuffled for each
position j. Decryption at step ¢ — 1 provides the level i symmetric keys K Z 3 to unlock the

dl;fj for the correct next state of the computation ¢/, i.e. b; = qa ;- Thus, the decryptor

recovers exactly the components dfjj which may be combined to create the ciphertext d; 4, .

Put together with c¢; we get an encryption of (w;, K;11,¢;) which may again be decrypted
with the function key to obtain the appropriate keys to decrypt the correct d;41

sqit1°

Formally, let k& denote the length of input w and let ¢1, ..., gx denote the states visited by
the DFA during computation. We have by correctness of decomposable functional encryption
that:

Vi € [k — 1], thFEEnc( PK, (’LUZ‘,KH_l,O,qi) ) = (ci7di,qi) where
Cr = (E(PKL (wiy Ki+17 0); Ti, ) ) E_(PKindptv T’L)) ) di,qi = (S(PKQ,ja qi,j5 ri))je[log Ql
s.t. CKtFE.Dec(SKy, (ci,dig,)) = Kgppy 2 (K2 o K959 o) where by = gipa.

Now, both elements of ﬁi+1’j are attempted for decryption by K bil,j’ of which only the

K3
element encoding the correct bit ¢;11 ; is recovered. Formally, we have:

f)i+1,j = (ag-i-l,jvazl-i-l,j ) and
SKE.Dec (K7, ;, d%, ;) =L if bj #b, and A% otherwise.

i+1,5° i+1,

By putting together all the components, we get by decomposability:

di+17(h’+1 = (d(zz:rll,; ) Vje [10g Q]
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Also, since each component of d;41,q,,, uses the same common randomness 7, as is used
by c;t1, we have that CT;41 = (¢;41, di+1’qi+l), hence we may repeat while ¢ < k. Finally
for i = k,

thFE.Enc( PK, (wk, L, 1, qx) ) = (¢;,dg g )
so that CktFE.Dec (SKf, (ck, dk,qk)) = 1 iff qx is an accepting state, 0 otherwise.

Efficiency. We note that the public key size of our scheme is the public key size of
CktFE [18] with message length £ = O(log @ + log |X| + log @ - log |K| which is polynomial
in the security parameter k. The ciphertext size is O(|w]| - log Q) and the secret key size is
O(|M|) (ignoring polynomials in the security parameter).

4.2 Proof of Security

We proceed to show that our construction is secure. Formally,

» Theorem 4. Assume that the underlying CktFE scheme satisfies FULL-SIM security ac-
cording to definition 7. Then the construction for DfaFE achieves FULL-SIM security as
defined in definition 2.

Proof. We proceed to construct a simulator DfaFE.Sim as required by Definition 2. The
simulator receives (PK, SKys, M, M (w), 1/%l) and does the following:

1. Assign the bit b = M(w), and construct the circuit f corresponding to M as defined in
Figure 1 in the description of DfaFE.KeyGen.

2. Let CktFE.SK¢ = SKy and invoke thFE.Sim( PK, f, CktFE.SKy, b) to receive CTj, where
we may express CTj, = (€, dy.q, ) and dy 4, = (dy. ;) for j € [log Q).
3. For (i=k,i>1,i——), do:

a. If i =1, set Sim.f)l = &qu and exit.
b. Sample key K} = (K71,..., K] ,50) K8 @ and let

Sim.d; ; = SKE.Enc(K;,,d; ;) Vj € [log Q]

c. Sample b; ; + {0,1} and assign Sim.a?f]’.j = Sim.d; ;.
d. Choose another log Q keys IN(M, ... K’i,logQ — K'°2@ and compute

Sim.d? = SKE.Enc(K;;,01%1) ¥ j € [log Q]

e. Let Sim.D, ; = (Sim.fl?f’jj, Sim.az?jf) and Sim.D; = (Sim.]A)Z-,j ) for j € [log Q).

f. Let (&_y,d;_y,, ,) = CKtFE.Sim(PK, f,5K;, K).

4. Output the ciphertext as CTy, = (€1, Co, . .., €k, Sim.Dy, ..., Sim.f)k).

4.2.1 Analysis of Simulator.

Correctness of the simulator DfaFE.Sim can be easily established using correctness of the
simulator CktFE.Sim and the semantic security of SKE. Let us say that the DFA M visits
states q1, . . ., qx while computing on input w where |w| = k.
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1. We have by correctness of CktFE.Sim according to definition 7 that:

{CTk « CKtFE.Enc(PK, (wi, L, 1,q)) & CTy, thFE.Sim(PK,fM,SKf,b)}

By decomposability, CTy, = (c, dk,q,) where dj q, = (dZJ]) for j € [log Q] and b; = g1 ;
defined as the j** bit of state g. Similarly, CTy = (€x,dg,) Where dy 4, may be
decomposed as (dj ;) for j € [logQ]. Let ¢ = k.

2. We now establish that (afjj ~ Sim.d; j) where b; = ¢; ; and j € [log Q].
a. We have that in algorithm DfaFE.Enc,

Ki = (K1 K)o (Kl iog o) Kliios )
where K} ; + K for j € [logQ]. We also have, for j € [log @], b € {0,1}:

qb b b
4%, = SKE.Enc(k?;,d?)) (4.1)

i,
b. In simulator DfaFE.Sim:
Ki= (K1, s Kl log0) < Klog @ and
Sim.d; ; = SKE.Enc(K;,,d; ;) Vj € [logQ],
Hence, since df’] ~ (Nim- and the symmetric keys are picked using the same distribution
in each case, we have that (Af’j ~ Sim.d, ;) where b; = ¢;; and j € [log Q].
3. We now establish that (AEJJ ~ Slma:fjj) where j € [log Q.

a. Construction of (Aifjj is described in Equation 4.1.

b. For the latter, DfaFE.Sim samples b; and sets Sim.affj = Sim.d, ;. Next, it samples

another log Q keys f(i’h o Kilog @ K98 Q and computes
Sim.d’, = SKE.Enc(K;,;,01%41) v j € [log Q)]

By semantic security of SKE, we have that (Agfj ~ Slm(i)ﬂj)
4. Next, we show that ]A)Z ~ Sim.ﬁi. For i = 1, we have by definitions of 151 and Sim.]jl,
that the above holds. For ¢ > 1, in DfaFE.Enc, we have b; ; < {0,1} and

3 b gbi
D,; = (d di,j )

2V

In DfaFE.Sim, we have b; ; < {0,1} and

Sim.]A)i,j = (Sim.a?f]ij, Sim.a:?jj’-j)
Since D; = (D, ;) and Sim.D; = ( Sim.D, ; ) for j € [log Q], we have that D; ~ Sim.D;.
5. Let i = ¢ — 1. Now, we have by correctness of CktFE.Sim according to Definition 7,

{CTI» 4 CKtFE.Enc(PK, (w;, K;11,0,q;)) ~ CT; < CktFE.Sim(PK, fM,SKf,K;fH)}

By decomposability, CT; = (ci,d; q,) where d; 4, = (dj;’) for j € [log Q]. Also, CT; =
(€i,d; q,) where d; 4, = (d; ;) for j € [log@]. If i > 1, go to step 2. For ¢ = 1, we have by
definitions of D and Sim.f)l, that (cl,f)l) ~ (él,Sim.ﬁl).
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6. Now, a straightforward hybrid argument yield that:
{(01,]51), (c2,Da),..., (Ckyf)k)} ~ {(61;Sim-f)1)7 (€2,Sim.Dy), ..., (ék,Sim.f)k)}

as desired.
|

Reusable Garbled DFA. In Appendix E we show how to compile the above construction
with symmetric key encryption to obtain the first construction of reusable garbled DFAs
from standard assumptions.

5 Single Key Functional Encryption for Turing Machines

In Appendix D, we provide the construction of single key functional encryption for Turing
machines. Our construction has short public parameters that are independent of the size of
the machine or the data being encrypted, short function keys, and input-specific decryption
time. However, the ciphertext of our construction is large and depends on the worst case
running time of the Turing machine (but not its description size).

While the large ciphertext size of our TMFE construction restricts its utility for practical
applications, we emphasize that the parameters obtained by our TMFE construction are not
implied by previous work to the best of our knowledge (please see Appendix A for a detailed
discussion about previous work). To improve the ciphertext size of our construction, while
allowing succinct keys, dynamic data length and input specific run time is an interesting
open problem.
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APPENDICES
A Related work

The following alternate method can be used to obtain a single key functional encryption
scheme for Turing machines based on the hardness of public key encryption: replace the
garbled circuit in the construction of [27] by a garbled TM (see [16] and follow-ups). In more
detail, let the length of Turing machines in the given family be bounded by some polynomial
£pr. The public key for the TMFE scheme consists of 2 - £y, public keys PK; ;, for i € [€p],
b € {0,1}. The encryptor, given w of arbitrary length constructs a garbling of the universal
TM, and additionally provides garbled labels for w in the clear and public key encryptions
of the labels of all possible bits of the TM M. Specifically, the encryptor provides public key
encryptions of labels of both bits b € {0,1} corresponding to each position 7 € [¢js] under
public key PK; ;. The master secret key for a machine M is the secret keys SK; 5z, where
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M, is the it bit of M. The decryptor uses the secret keys to recover the garbled labels for
M and runs the garbled TM on the garbled labels corresponding to w and M to recover
M (w). Since the size of a garbled TM depends on the worst case run time 7 of the TM, this
results in a scheme with ciphertext size O(k,7,|M|), public and secret key size O(k, |M])
and hardness based on the existence of public key encryption.

We note that our construction of TMFE (Appendix D) compiles CktFE to TMFE, and by
instantiating the underlying CktFE scheme with the PKE based CktFE construction of [27],
we obtain the same parameters as above, i.e. ciphertext size O(k, T, |M]), public and secret
key size O(k, |M]) and hardness based on the existence of public key encryption. However, by
instantiating the CktFE scheme with a succinct FE scheme [18] we can shave off the machine
size dependence on the public key and the ciphertext, resulting in shorter public key and
ciphertext for TMs and optimal parameters for computation models such as DFAs. Note that
for the case of DFAs, the public key and ciphertext size of the aforementioned construction
depend on |M|, which our construction of DfaFE (Section 4) avoids. C.2. Additionally, even
for the case of TMs, there are several applications where the machine size is very large and
the runtime must be bounded: for instance, the machine may correspond to an automatic
theorem prover [15] or a SAT solver of large size, and one may desire to obtain the best
solution possible within a bounded amount of time.

We emphasize that converting the TM to a circuit and using the reusable garbled circuits
construction [18] does not support dynamic data lengths, which is the main focus of this
work.

Finally, we note that a sublcass of FE, namely, “attribute based encryption” for circuits,
supporting unbounded length attributes has been constructed recently [11]. However, even in
[11], the key generator and encryptor must agree on an input length ¢ and all inputs chosen
by the encryptor must be of the same length £ in order to work with a given key for a circuit
with input size £. This is in contrast to our work where the input size for each message may
be chosen dynamically.

B Preliminaries

Notation. We begin by defining the notation that we will use throughout the paper. We
use bold letters to denote vectors and the notation [a, b] to denote the set of integers from
(and including) a to b. Concatenation is denoted by the symbol ||.

We say a function f(n) is negligible if it is O(n~°) for all ¢ > 0, and we use negl(n) to
denote a negligible function of n. We say f(n) is polynomial if it is O(n¢) for some ¢ > 0,
and we use poly(n) to denote a polynomial function of n. We say an event occurs with
overwhelming probability if its probability is 1 — negl(n). The function logz is the base 2
logarithm of x.

B.1 Functional Encryption for Circuits

Let X = {X;}wen and Y = {Vx }ren denote ensembles where each X,; and ), is a finite set.

Let F = {‘Fﬁ}m N denote an ensemble where each Fj is a finite collection of circuits, and
each circuit f € F, takes as input a string x € X,; and outputs f(x) € V.

A functional encryption scheme CktFE for F consists of four algorithms
CktFE = (CktFE.Setup, CktFE.Keygen, CktFE.Enc, CktFE.Dec) defined as follows.

CktFE.Setup(1%) is a p.p.t. algorithm takes as input the unary representation of the
security parameter and outputs the master public and secret keys (PK, MSK). Sometimes,
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the CktFE.Setup algorithm may also accept as input a parameter 1¢, denoting the length
of the input. In this case, the input lives in domain X

CktFE.Keygen(MSK, f) is a p.p.t. algorithm that takes as input the master secret key
MSK and a circuit f € F,; and outputs a corresponding secret key SKy¢.
CktFE.Enc(PK,x) is a p.p.t. algorithm that takes as input the master public key PK and
an input message x € X, and outputs a ciphertext CT.

CktFE.Dec(SKy, CTy) is a deterministic algorithm that takes as input the secret key SK;
and a ciphertext CTy and outputs f(x).

» Definition 5 (Correctness). A functional encryption scheme CktFE is correct if for all
f€eF,and all x € X,

(PK, MSK) < CktFE.Setup(1%);
r = negl(k)
thFE.Dec(thFE.Keygen(MSK,f),thFE.Enc(PK,x)) # f(x)

where the probability is taken over the coins of CktFE.Setup, CktFE.Keygen, and CktFE.Enc.

» Definition 6 ( Compactness [1]). A functional encryption scheme for circuits is said to
be compact if for any input message x, the running time of the encryption algorithm is
polynomial in the security parameter and the size of x. In particular, it does not depend on
the circuit description size or the output length of any function f supported by the scheme.

A weaker version of compactness, known as succinct or semi-compact FE, allows the
run time of the encryption algorithm to depend on the output length of the functions.
Equivalently, a semi-compact FE scheme is simply a compact FE scheme when we restrict
our attention to functions with single-bit outputs.

B.1.1 Simulation Security for Single Key Circuit FE.

In this section, we define simulation based security for single key Functional Encryption as
in [18, Defn 2.13].

» Definition 7 (FULL-SIM Security). Let CktFE be a functional encryption scheme for a
circuit family F. For every p.p.t. adversary A = (41, As) and a p.p.t. simulator Sim,
consider the following two experiments:

| K ideal K
EXPrcelftFE,A(l ): EXple*?FE,Sim(]- ):

. (PK, MSK) + CktFE.Setup(1")
. (f,st1) «A; (PK)

: sky < CktFE.Keygen(MSK, f)
(%, st) «Aa(st1, PK,sky)

. CT « CktFE.Enc(PK, x)

: Output (st,CT)

(PK, MSK) + CktFE.Setup(1*)
(f, st1) <A1 (PK)

sky < CktFE.Keygen(MSK, f)
(x, st) < Aa(st1, PK,sky)

CT « Sim(PK, sk, f, f(x),1!*])
Output (st, CT)

o IO R

The functional encryption scheme CktFE is then said to be single query FULL-SIM secure
if there exists a p.p.t. simulator Sim such that for every p.p.t. adversary A = (A4, As), the
following two distributions are computationally indistinguishable:

c .
{ExprCeL?tIFE,A(ln)} ~ {EXPEjEféE,Sim(ln)}
rKEN rEN
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B.2 Turing Machines

We recall the definition of a Turing machine (TM). A TM M is represented by the tuple
(Q,T,8,%,0,qst, F') where @ is a finite set of states, I is a finite alphabet, 8 € T is the blank
symbol, ¥ C T'\ {3} is the set of input symbols, gs; is the start state, F' = {qqcc, grej } Where
Jace € Q is the accept state, gre; € @ is the reject state and § : Q \ F xI' = Q xTI' x {L, R}
is the transition function (stored as a table). Upon input w = (wy, ..., wy) € X* for some
arbitrary polynomial k, the machine M accepts the input if and only if given a tape initialised

with the input w and the head at wi, following the TM’s transition function leads to qgec-

We say M (w) = 1 iff M accepts w and 0 otherwise. We also denote the runtime (i.e. number
of steps the head takes) by runtime(M,w).

B.2.1 Oblivious Turing Machines

Our construction makes use of oblivious Turing machines.

» Definition 8 (Oblivious Turing Machine [22]). An Oblivious Turing Machine (OTM) is a
Turing Machine for which there exists a function ¢ such that, at every timestep 7 the machine
head is at cell ¢(i) regardless of the input.

Moreover there exist efficient transformations that convert any Turing machine M that takes
time T to decide an input to an oblivious one that takes time T logT to decide the same
input [25]. Here, we describe a simple transformation that incurs a quadratic blowup in
running time.

Given a TM M, a simple OTM construction adds an additional marker for the head
location. Now, to simulate step ¢ in the TM, the OTM, scans from cell 1 to cell i, ensuring
that it reads the current head location. Now, it moves back from cell i to 1, writing the correct
symbol for the next step, while also updating the state. Once back at cell 1, simulation
of step i is complete, and the OTM moves to a state simulate g;+1 and if g; 41 is not an
accepting or rejecting state, it moves to simulating step ¢ 4+ 1. Since in step i, we would
need to scan at most i cells (as that is the farthermost the head could have moved), an O()
computation, now takes O(t?). Also, if we are willing to reveal the runtime of the given
input on the Turing Machine, then we can stop simulating after the last timestep ¢. A more

efficient transformation due to Pippenger-Fischer[25] reduces the time required to O(tlogt).

We note that a slightly different definition of OTMs [4] requires that the head movements
are the same for all inputs of the same size, which would imply that the OTM runs in worst
case time. However, if we are willing to reveal the running time of a machine on a given
input, then the OTM can be made to halt once the input has been decided. In particular, if
runtime(M; (w1) = runtime(Maz(w3), then the head movements of the OTM corresponding
to M and the OTM corresponding to M are exactly the same.

B.3 Functional Encryption for Turing Machines

In this section, we will define functional encryption for Turing Machines (TM). The definition
of Turing machines and oblivious Turing machines is recalled in Appendix B.2. We denote
the runtime of Turing machine M on input w by time(M, w).

Let {M,} be a family of Turing machines with running time upper-bounded by a
polynomial. A functional encryption scheme TMFE for a Turing machine family M consists
of four algorithms TMFE = (TMFE.Setup, TMFE.KeyGen, TMFE.Enc, TMFE.Dec) defined as
follows.
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TMFE.Setup(1”) is a p.p.t. algorithm takes as input the unary representation of the
security parameter and outputs the master public and secret keys (PK, MSK).

TMFE.KeyGen(MSK, M) is a p.p.t. algorithm that takes as input the master secret key
MSK and a TM M and outputs a corresponding secret key SK;.

TMFE.Enc(PK,w) is a p.p.t. algorithm that takes as input the master public key PK,
and an input message w, outputs a ciphertext CT.,.

TMFE.Dec(SKm, CTyw) is a deterministic algorithm that takes as input the secret key
SKjs and a ciphertext CTy, and outputs a bit b.

» Definition 9 (Correctness). A functional encryption scheme TMFE is correct if for all
M € M and all w € ¥*,

(PK, MSK) ¢~ TMFE.Setup(1%);
T = negl(k)
TMFE.Dec(TMFE.KeyGen(MSK, M),TMFE.Enc(PK,w)) £ M(w)

where the probability is taken over the coins of TMFE.Setup, TMFE.KeyGen,
?and TMFE.Enc.

B.3.1 Efficiency.

The efficiency property of a public-key FE scheme for Turing machines [2] says that the
algorithm TMFE.Setup on input 1* should run in time polynomial in k, TMFE.KeyGen on
input the Turing machine M and the master key MSK should run in time polynomial in
(k,|M]), TMFE.Enc on input a message w and the public key should run in time polynomial
in (k, |w|). Finally, TMFE.Dec on input a functional key of M and an encryption of w should
run in time polynomial in (k, |M|, |w]|, time(M, w)).

Our relaxation. We will achieve a relaxed version of efficiency which includes all the
above conditions except ciphertext succinctness. We permit the size of the ciphertext to
depend polynomially on (x,7) where 7 is the maximum number of time steps the Turing
machine may run on the input. Formally, for the family of Turing machines M, let T'(n) be
the polynomial upper bound on the running time for inputs of size n. Then 7 = T'(|w]). To
emphasize this dependence, we pass 7 as an additional parameter to the encryption algorithm
in the remainder of the paper.

B.3.2 Simulation Based Security for Single Key TM-FE.

In this section, we define simulation based security for single key FE for TMs. The definition
is analogous to the definition of FE for circuits (Appendix B.1.1), except that the simulator
additionally takes as input the worst case running time 7 defined above and the actual
running time of M on x, i.e. time(M,x) which is revealed by the decryption operation.

» Definition 10 (FULL-SIM- Security for TM-FE.). Let Fa4 be a functional encryption scheme
for a TM family M. For every p.p.t. adversary A = (Aj, A3) and a p.p.t. simulator Sim,
consider the following two experiments:
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real ideal

EXPTMFE,AUH): EXpTMFE,Sim(ln):

. (PK, MSK) < TMFE.Setup(1*)
0 (M, st1) <A1 (PK)

skas < TMFE.KeyGen(MSK, M)
i (%, st) «Az(st1, PK, skar)

. CT « TMFE.Enc(PK, x, 7)

: Output (st,CT)

(PK, MSK) < TMFE.Setup(1")

(M, Stl) (—Al(PK)

skar +— TMFE.KeyGen(MSK, M)

(x, st) < Aa(st1, PK, skar)

CT « Sim(PK, skar, M, M(x), 1!, 7, time(M, x))
Output (st,CT)

o L

The TM functional encryption scheme is said to be single query FULL-SIM secure if there
exists a p.p.t. simulator Sim such that for every p.p.t. adversary A = (A1, As), the following
two distributions are computationally indistinguishable:

{EXPEFI?/IIFE,A(:[K)} ~ {EXPE?E/?ILE,Sim(lﬁ)}
KEN KEN

B.4 Learning With Errors Assumption

The security of the single key FE for circuits construction of [18] is based on the hardness
of the Learning With Errors (LWE) problem, introduced by Regev [26]. Solving the LWE
problem on average is known to be at least as hard as solving approximate versions of certain
standard lattice problems in the worst case [26, 10]. The best known algorithms for these
problems for an approximation factor of 2" on n dimensional lattices run in time 20(n' ™)
for any constant 0 < ¢ < 1. See [18] for a detailed discussion.

The LWE assumption is stated below.

» Definition 11. (Learning With Errors) Let ¢, a, m be functions of a parameter n. For a
secret s € Z;, the distribution A, 4 s over Zi x Z, is obtained by sampling a «+ Zj and
an e < Dz o4, and returning (a, (a,s) +e) € Zy*'. The Learning With Errors problem
LWE,a,m is defined as follows: For s <— Zy, distinguish between the distributions:

Dy(s) := U(Z>*" ™)) and Di(s) == (Agas)™

Here, U denotes the uniform distribution. The Learning With Errors assumption states
that no p.p.t. algorithm A can distinguish between Dy(s) and D;(s) with non-negligible
advantage (over the random coins of .4 and the randomness of the samples).

Intuitively, subexponential hardness of LWE assumes that achieving an approximation factor

of 2" in the underlying lattice problem is hard for a polynomial time algorithm.

C Decomposable Functional Encryption for Circuits

In this section, we establish that the succinct single key FE for circuits by Goldwasser et
al. [18] and the non-succinct functional encryption scheme by Sahai and Seyalioglu [27] are
both decomposable.

C.1 Decomposable Functional Encryption for Circuits from LWE

» Lemma 12. The single key, succinct functional encryption scheme for circuits by Gold-
wasser et al. [18] is decomposable.
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Proof. For completeness, we recall the details of the GKPVZ scheme. Since decomposability
depends only on the structure of the public key and the ciphertext, we omit the details of
key generation and decryption. We refer the interested reader to [18] for more details.

The GKPVZ scheme uses as building blocks the following primitives:

A fully homomorphic encryption scheme. We denote the length of ciphertexts produced
by this scheme, both by encryption and by evaluation, as A\. We instantiate the fully
homomorphic scheme by the construction of Brakerski, Gentry and Vaikuntanathan [9],
and refer to this as FHE.

A single key attribute based encryption scheme for circuits 2. We instantiate the ABE
scheme by the construction of Gorbunov, Vaikuntanathan and Wee [19] and refer to it
as ABE. The ABE scheme of Gorbunov et al. builds upon a primitive which they call
“two-one-recoding” and which they instantiate from the LWE assumption. We will denote
this construction by TOR.

A garbled circuit. We instantiate the garbled circuit by Yao’s classic construction [30]
and refer to it as Yao.

FE.Setup(1%,1%): Upon input the security parameter x and the length of the input ¢, do
the following.

1. Define ¢; = |HPK]| + £ - A, where HPK denotes the FHE public key, and A denotes the
length of an FHE ciphertext. Now, run the ABE.Setup(1%, 1) algorithm A times and
obtain:

( FMPK;,FMSK; ) « ABE.Setup(1*,1%) V j € [\]

2. By the construction of [19, Sec 6.1], we additionally have for each j € [A]:

FMPK; = ({TOR-pkj,k,b}ke[h], be{0,1}> TOR-ij,out>

3. Partition the interval [¢1] into £+ 1 contiguous, disjoint intervals: the first interval Sp
of size |[HPK| and ¢ intervals Sy, ..., Sy of size A each. Formally,

a. Define Sy = [1, |HPK] ].
b. Initialize k; = |HPK], k2 = k1 + XA and ¢ = 1. Then, while ¢ < £,
Define S; = [k1 + 1, kol
Update k1 as k1 = ko. Increment 1.
4. Next, for each j € [A], partition the 2-¢; TOR public keys according to the above sets:

Vi€ 0,6, TORpk;; < {TORPK; 11} rcs. beqony

Further, we define:
Vi€ [0,¢], TOR.pk; < {TOR.pkj’i}je[/\] and  TOR.pkg, <= {TOR.pk; o4 }ien
5. Thus, we may write for i € [1,¢]:
PK; = TOR.pk;, PKingpt = (TOR.pkO, TOR.pkout)
2 Although technically the GKPVZ scheme uses a two-outcome ABE scheme which is slightly different
from a single outcome ABE scheme, we will ignore this technicality for ease of notation here. None of

the arguments are affected by this minor omission as the two-outcome ABE scheme essentially uses two
single outcome ABE scheme ciphertexts.
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FE.Enc(PK,x): Upon input, the public key and the input vector x where |x| = ¢, do the
following:

1. Generate a fresh key pair (HPK, HSK) <— FHE.KeyGen(1*) for the FHE scheme. En-
crypt each bit x; as ¢; = FHE.Enc(HPK, z;). Let ¢ = (¢1, ..., d¢).

2. Run Yao’s garbled circuit algorithm to produce a garbled circuit for the FHE decryption
algorithm. Note that the number of input wires for this circuit is A. Let the labels of
the garbled circuit be denoted by L; = (Lj,L;1) for j € [A]. Let the garbled circuit
itself be denoted by I'.

3. For j € [A], let

’Q/Jj — ABE]EI"IC(FMPKJ, Lj, attrj)

Here, the message is L; and the public attribute is attr; = attr = (HPK, ¢). Note that
lattr] = ¢1 = [HPK| 4 £ - A, since ¢ = (¢1,...,¢¢) and each |¢;| = A. We analyze the
structure of 9 ; below.

a. By the description of the ABE scheme, ), = (¢j 1,...,%j¢,,7;) where:

Y;x < TOR.Encode(TOR.pK; 4 i1, (5)), V k € [¢4]
7; <= TOR.E(TOR.Encode(TOR.pk; o, 5), Lj)

Here s < S, where S is a set defined in the ABE construction 3.
b. For j € [A], partition the ciphertexts {1 }re[e,] according to the sets Sp, ..., Se
as: _
Y = {Yiktres, for je [N, i€[0,{]

Further, we define:
o=, for jEN, i€ and T=(m,...,m)

4. For i € [¢], we define CT; = (¢i777~bi), CTindpt = (1,~bo, 7,T)

Thus, we have established that the public key and the ciphertext of the GKPVZ scheme have
the structure of a decomposable FE scheme. Next, we discuss the instantiations of common
and independent randomness required by decomposable FE in GKPVZ.

Common and Independent Randomness in GKPVZ. In the GKPVZ scheme, the
role of common randomness is played by the FHE public key HPK, and the input s € S
to TOR.Encode. The remaining randomness used in the GKPVZ encryption, such as the
randomness chosen by FHE.Enc and TOR.Encode is independent randomness that may be
chosen independently by each invocation of £.

Hence, we have established that the GKPVZ scheme [18] is decomposable. |

C.2 Decomposable Functional Encryption for Circuits from PKE

In this section, we show that the single key non-succinct functional encryption scheme by
Sahai and Seyalioglu [27] is decomposable.

We recall the construction here. Let F : X — {0,1} be the function family and let N
be the bit size of a function f € F. Additionally, let n be the bit size of x € X. We will

3 The precise choice of S is not important for us, it suffices to observe that S is chosen as a function of
the security parameter independent of anything else. For readers familiar with the [19] construction, S
is the set Zg from which the LWE secret s is sampled.
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make use of PKE, which is a standard IND-CPA public key encryption scheme. Let U be the
universal circuit so that U(x, f) = f(x).
CktFE.Setup(1%): Sample 2N PKE keys (PK;,SK; ) < PKE.Setup(1®) where ¢ € [N],
b € {0,1}. Output public key PK = {PK;;} and the master key MSK = {SK;;} for
i€ [N],be{0,1}.

CktFE.Enc(PK, x): Upon input the public key and input x, do the following:

1. Construct a Yao’s garbled circuit I" for U, and let {Li,b}ie[n],be{o,l} be the labels cor-
responding to the first input and {L;7b}i€[n+1,n+N],b€{0,1} be the labels corresponding
to the second input.

2. Let L;, = PKE.Enc(L],,PK,).

3. Sample b; < {0,1} for i € [n + 1,n + N]|

4. Output CTy = (T, {{Li .z, Fiem }» {f—‘i,bwf‘i,Ei}ie[n+1,n+N],bi€{0,1})

CktFE.KeyGen(MSK, f): Let fi.....fx be the bits corresponding to f. Output as SKy the
secret keys corresponding to the bits of f, namely SK; , for i € [N].

CktFE.Dec(SK¢, CT): Given the secret keys SK; y,, try to decrypt both (f'i,bwf‘i,éi) for
i € [n+1,n+ NJ. Exactly one will decrypt to yield the label L; y,. Evaluate the garbled
circuit using labels (L1,z,, ., Lna,, L] 4,5+ -+, Ly ¢, for x and f to get the output bit
corresponding to f(x).

Decomposability follows trivially : we may view the garbled circuit I and the encrypted
labels {fJi,bm]zij;i}ie[n+1,n+N],bi€{O,1}) as CTindpt, and the labels L; ;. corresponding to x;
as the input dependent ciphertext components CT; for ¢ € [n]. We note that the input
dependent part of the ciphertext is succinct.

D Single Key Functional Encryption for Turing Machines

In this section, we will construct a single key (public key) functional encryption scheme
for TMs. We decompose the input into three components of size ¢1, £5 and /3 each, where
the second and third components are further decomposed bit by bit. We will use the first
component to encrypt the symmetric keys for selecting the next state and the tape symbol
to be written at the current location, the second component is for the current state in the
TM computation, and the third component is for the current tape symbol to be read.

D.1 Construction

Let M, be a TM family. Let @ be the size of the state space of the TM family and I" be the
size of the alphabet. Then, we define:

TMFE.Setup(1*) : Upon input the security parameter 17, do the following:

1. Choose a symmetric key encryption scheme SKE with key space K.
2. Define a circuit family as follows. Let F : X — ) where X' = (K218 @ x 2los ) 5 9 x T
and Y = (K'°8@Q x [lo8T"), We set

0= [K28Q] 4 K22, 4y = (Q), 3= T

where |-| denotes size in bits. Let £ = {1 + {5 + (3.
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3. Invoke CktFE.Setup(1*,1%) to obtain

PK = (PKy, (PK2,1,...,PKalog @), (PKs 1, - .-, PK3 10g 1), PKingpt ),  MSK

4. Output (PK, MSK).

TMFE.Enc(PK, w, 7): Upon input the public key PK, the message w of arbitrary length &
and a bound 7 on the runtime of the Turing machine, do the following.

1. Sample the required common randomness and SKE keys:

a. Sample “common” randomness ;<R for ¢ € [].
b. Sample SKE keys as follows. We define

0 1 0 1
Kiy1 = ((K(H—l,l)a K(i+1,1))a RS (K(i+1,1ogQ)v K(i+1,logQ)))

Ki = ((K(?+171)7K(i1+171))7--~7(K(?+1710gr)aK(i1+1,1ogr)))
where K7, j < SKE.KeyGen(1®) for i € [t — 1], b € {0,1}, j € [log@Q] and
Klilj < SKE.KeyGen(1"*) for i € [T — 1], b € {0,1}, 5 € [logT'].

c. Let t : [7] — [7] be the function * where ¢(i) gives the time step in which the symbol
being written in step ¢ will be next read by an oblivious TM. Also let ¢’ : [7] — {0,1}
be a function such that ¢'(i) is 0 if the symbol being read in timestep i is being read
for the first time. Let T = {i : i €lk+1,7],¢ (i) =0}

d. Define message y; = (Kit1, K} ;) for i € [7].

2. Compute CktFE ciphertexts 7 steps:
a. For i € [7], we define:

ci1=EPK1,yimi),  Cio=EPKindpt: i), € = (ci1,Ci2)

Thus c¢; is the CktFE ciphertext component in the i** step that encodes that encodes
the SKE secret keys required to “select” the next state and tape symbol to be written.

b. Let d; = £ (PKy, qst,71). Here gy denotes the start state of the TM. Further, let

& (PKQj,b,’/‘i) Vie [1,7‘], ] € [logQ}, be {0,1}.
é (7, di;)
e (dq’ ) Vj € [log Q] where g; is the jth bit of ¢.

Thus, d; ; is the CktFE ciphertext component that encodes both possibilities for
the j*" bit of the state obtained in the i'" step. d; , denotes the CktFE ciphertext
component obtained by “selecting” the bits corresponding to state g at step 1.

implied by an oblivious TM which runs for 7 steps
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c. Let e; = € (PKs, wy,r;) for i € [1,k] and e; = £ (PK3, 3,7;) where f3 is the blank
symbol, for all ¢ € T . Further, let

e, =& (PKsy,bry) Vie[l,7]j €[logl], be{0,1}.

eij = (el ei)

e, = (e;YJJ) Vj € [logI'] where ~; is the jth bit of .

Thus, e;; is the CktFE ciphertext component that encodes both possibilities for
the j* bit of the tape symbol read in the i*" step. e denotes the CktFE cipher-
text component obtained by “selecting” the bits corresponding to symbol ~ at step i.

3. Compute SKE encryptions of CktFE ciphertexts:

a. Forie[l,7], j € [logQ)], b € {0, 1} encrypt each d?)j using the corresponding SKE
key Kﬁj as:
d?; = SKE.Enc(K?

7,7

b
d; ;)
b. Similarly, for i € [1,7], 7 € [logT'], b € {0,1} encrypt each egj using the corres-
ponding SKE key Kz/bj as:

8", = SKE.Enc(K,", e} )

4,37 71,

4. Shuffle SKE encryptions in every position:

a. Choose b; ; +— {0,1} randomly for ¢ € [1,7], j € [log Q] and define:

D,; = (d}y a?f]’-j ), D;=(Di,)

2,7
b. Choose b; ; < {0,1} randomly for ¢ € [1,7], j € [logT'] and define:

bi i Abis A~ A
= (875,85 ), Ei=(E;)

=

5. Output the ciphertext:

CTw = ({euDiBi} Vi), dife} ¥ ie[LEUT)

TMFE.KeyGen(MSK, M): Let M denote a TM machine. Transform M into an oblivious
Turing machine Mo by applying the Pippenger-Fischer transformation[25] and T' denote
Mo’s transition matrix. Let 7; denote the i’ row of T', with format ((v,q) — (7/,¢))
indicating that the machine enters state ¢’ upon input symbol v and input state g, and
writes 4/ to it’s current position. Let SKj; = CktFE.Keygen(MSK, f) where f is defined
in Figure 2.

TMFE.Dec(SK s, CTyw): Parse ciphertext CTy, = ( ci,]ji,ﬁ)i)ie[17r];dla (ei)i6[17k]uT) For
te[LKJUT, let di 4 =d; and e; 4, = €;.
Initialize ¢ = 1. While computation does not output 0 or 1, do the following:
Let CT; = (¢;,d; g, €~,)- Recall that d; 4, = (dfjj) for j € [logQ] and e; , = (dzjj)
for j € [logT).
Let ((Ki-i-l,la vy Ki+1,10gQ)v (Ké(i),ﬂ PN 7K:‘{(i),logl—‘)) = thFEDec(SKf, CTZ)



Shweta Agrawal and Ishaan Preet Singh

Function f(K, K'.q, ’Y)

1. Lookup the transition table T for (g,v). Say that (q,0) — (¢’,7'). If no entry is
found, output L and exit.

2. Check if ¢’ iS gacc OT grej. If the former, output 1, else output 0.
3. If ¢’ is not an accepting state, parse K as {(K},K])} for j € [logQ], b € {0 1},
and K’ as {(K; K'l)} for j € [logT], b € {0,1}. Choose the log Q keys K % (for

j € [log Q]), corresponding to the bits of ¢’. Similarly, choose the logT" keys K'j
(for j € [logT]), corresponding to the bits of ' and output both these sets.

Figure 2 Function to provide keys for next state in TM computation.

For j € [log Q], try to decrypt each value in f)z+1 _; using obtained key Kiy1 ;. Exactly
one of the two ciphertexts per bit position will be decrypted, say dZ RRE Set

b, .
digrg,, = (SKE.Dec(KiH}j,dZ-H’j)) Vj € [log Q)]

Analogously, for j € [logT], try to decrypt each value in Et(i)’j using obtained key
K t’(z) .. Exactly one of the two ciphertexts per bit position will be decrypted, say

Ab
&,i)j- Set

b .
€1(i) () = <SKE.Dec(Kg(i)yj,et(i)’j)) Vj € [logT]

Increment 3.

D.1.1 Correctness and Efficiency.

Correctness. Note that in the encryption, the first component ¢; encrypts message y;,
which contains the set of all 2log @ symmetric keys used to construct SKE encryptions
of the (i + 1) state and the 2logT" keys used to construct SKE encryptions of the t(i)t"
input symbol. In the second component, the element d?’j in tuple ( dli” ;) for j € [log Q]
and b € {0,1}, contains an encryption of bit b, corresponding to the event that the jt*
bit of it" state is b. The set D; contains 2log @@ SKE encryptions of df’j under keys Kf’J,
shuffled for each position j. E; is constructed similarly but for the symbol that is to be
written at that Step Decryption at step ¢ — 1 provides the level ¢ symmetric keys K’ bj

to unlock the d; JJ for the correct next state of the computation ¢, i.e. b; = ¢} j and the
analogous keys for the symbol to be read at time ¢(¢). Thus, the decryptor recovers exactly
the components dmv which may be combined to create the ciphertext d;,,. Along with
this, before a symbol at time ¢ is read, the corresponding e; has been created, since the
keys for step i were generated at time j < i s.t. ¢(j) = i. Put together with ¢; this yields
an encryption of (K;11, K;(i), @i, ;) which may now be decrypted with the function key to
obtain the appropriate symmetric key encryption keys to decrypt the correct d;;1,4,,, and
€4(i), vy thus propagating the computation.

Next, we provide the formal argument that the FE scheme provided in Section D is
correct.

Formally, let k& denote the length of input w, let ¢, ..., ¢, denote the states visited by
the TM during computation (we assume that there are 7 steps but the same arguments work
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for any number of steps < 7). We have by correctness of decomposable functional encryption
that:

Vi € [7], thFE.Enc( PK, (Ki+1,K;(i),qi,fyi) ) = (ci,djq;,€i,) Where
c; = (S(PKMYiari)a S(PKindphri)); d; g = (5(PK2,j;Qi,j7Ti))je[logQ]
€, = (E(PK?),J‘,%,j,ﬂ))je[logp]
We have that, CktFE.Dec((c;, d; g, €;,,), SKy) = (K1, Kipy) s:te
Koy 2 (KM, K59 o) where by = giy1 ;.
. (K’f(li)’l,...,K’i’é‘;;’jogr) where b; = (i) ;-
Now, we use the obtained keys to perform SKE decryption on f)i+1 and recover the

CktFE ciphertexts corresponding to state ¢;11. For j € [log @], both elements of ]/ji+1yj are

K3
is recovered. Formally, we have:

attempted for decryption by K bil} i of which only the element encoding the correct bit ;41 ;

]A)Z-H,j = ((gl?JrLﬁa}Jrl’j ) and
SKE.Dec (K7, ;, %y ;) = L if b #b, and d%4'7  otherwise.
By putting together all the components, we get by decomposability:
diti,q, = (dif7 ) Vi€ [logQ)
Using the same argument we get that that for (i +1) ¢ T
€+t = (€/1] ) Vj € [logl]

while for (i 4+ 1) € T, €j41,4,,, is provided directly in the ciphertext, without SKE encryption.

Now, since each component of d;41 and e;41,4,,, uses the same common randomness 71

sqi41
as is used by c;41, we have that CT;11 = (Cit1,dis1,4,,15€i41,4,,,), hence we may repeat
while ¢ < 7. Here, we have used the fact that when we arrive at timestep ¢, either ¢ € T or

3j < i s.t. t(j) =i which follows from the construction of t. Finally for i = 7,

CktFE.Enc( PK, (¢r,¢r,77) ) = (Crydrpg,  €r4,)
thFE.Dec((cT, d-g.,€rq.), SKf) =1 iff ¢;41 is an accepting state, 0 otherwise.

Efficiency.

We note that our public key is short, i.e. polynomial in &, since this is a CktFE public
key meant to encode a fixed length message comprising SKE keys, state and tape symbol,
and is independent of the size of the message w being encrypted or the machine size M
in TMFE. Our function key for a TM M is a CktFE function key for the circuit defined
in Figure 2, whose size is proportional to the size of M. Decryption of CTy, and SKj,
takes time proportional to runtime(M(w)), since we invoke CktFE.Dec for each step of
the TM computation. We note that the trivial approach of converting the TM M into a
circuit and invoking CktFE to compute M (w) directly would force the circuit to have size
proportional to the worst case running time of M. Thus our decryption time is of the order
runtime(M (w)) - Time(CktFE.Dec), where CktFE.Dec takes time polynomial in (k, ¢, |M|) (we
refer the reader to the description of TMFE.Setup(1*) in Section D.1 to check that ¢ = poly(k)
). This results in total decryption time polynomial in (k, |M|, runtime(M, w)).



Shweta Agrawal and Ishaan Preet Singh

We now analyze the ciphertext size. Recall that 7 is the worst case running time of the
TM on a given input (see Appendix B.2 for the formal definition). Since we rely on succinct
CktFE [18], we have TMFE ciphertext size poly(k, ).

Machine Privacy. As in the case of DFA (Appendix E), our construction for Turing
machines may be compiled with symmetric key encryption to achieve machine privacy.

D.2 Proof of Security

We proceed to show that our construction is secure. The proof of security is similar to the
DFA case (Section 4.2), in that the CktFE simulator is invoked repeatedly to produce the
CktFE ciphertexts. The CktFE ciphertexts are then encrypted using SKE to produce the
TMFE ciphertext. However, there are two primary differences from the DFA case. First,
the CktFE ciphertext now contains 3 components which encode the SKE secret keys (in
component CTy), the state (in component CT3) and the work tape symbol (in component
CT3). The TMFE ciphertext contains CT; as well as SKE encryptions of CTs and CT3, and
the correct SKE keys are “selected” by the CktFE decrypt operation as we step through the
computation. Second and more importantly, even though the computation ends at step
runtime(M, w), we must simulate ciphertexts until time step 7, i.e. the worst case run time
of the TM. After runtime(M, w) steps, the computation halts, and no longer produces any
output. Thus, it is unclear how to invoke the CktFE simulator to produce ciphertexts for
time steps i € [runtime(M,w) + 1,...,7], although the TMFE simulator must produce 7
ciphertexts.

The first difference can be handled by extending our techniques for supporting state
and leveraging the fact that for an oblivious TM, the encryptor knows the time step at
which a symbol will be next accessed. The second difference requires more care. It can be
partly resolved by noticing that if computation ends, and no more SKE keys are output
by CktFE.Dec, then we may replace the SKE encryptions of CktFE.CT by encryptions of 0.
These ciphertexts will be indistinguishable from the real world by semantic security of SKE.

The above argument holds for the SKE encryptions D; of the second CktFE ciphertext
component d;, since it encodes state and CktFE decryption at step ¢ only reveals SKE keys
for step i + 1. However, this does not apply to the case of E;, i.e. the SKE encryptions of
the tape symbol e; since CktFE decryption at step i reveals SKE keys K’ corresponding to
step t(¢) > 4. Thus, it is possible that the decryptor receives SKE keys to deCArypt some ]:Jt(i)
where (i) > runtime(M, w), but not does not receive SKE keys to decrypt Dy ;). Thus, the
decryptor can see an incomplete part of a CktFE ciphertext for time steps after runtime(M, w).
We handle this issue by noticing that an incomplete ciphertext does not offer the adversary
any advantage — formally, the CktFE simulator can be augmented to be invoked without
an M (w) value and it outputs incomplete ciphertexts. This is formalized in the following
definition.

D.2.1 Augmented Security Definition for Circuit FE

We define AUG-SIM security, where a simulator may additionally be invoked without an
M (x) value to obtain a ciphertext component.

» Definition 13 (AUG-SIM- Security). Let CktFE be a decomposable® functional encryption
scheme for a circuit family F. Say that a ciphertext CT = (CTy,...,CT,,) as defined in

5 This property is not required but allows for ease of exposition and suffices for our case.
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Section C. For every p.p.t. adversary A = (A4, A3) and a p.p.t. simulator Sim, and k > 0,
consider the following two experiments:

EXprCeIiFE,A(ln): Expig:tafl'E,Sim(ln):

(PK, MSK) + CktFE.Setup(1*)

(f, Stl) <—A1(PK)

sky < CktFE.Keygen(MSK, f)

(x', st) +Aa(st1,PK,sky)

CT’ < CKtFE.Enc(PK, x')

(x, st) < Aa(st1, PK,sky)

CT « CktFE.Enc(PK, x)

Output (st,CT, (CT,...,CT,_;))

(PK, MSK) <« CktFE.Setup(1")

(f, st1) <A1 (PK)

sky < CktFE.Keygen(MSK, f)

(X/,St) <—A2(St1, PK,Skf)
(CTh,...,CT._)) « Sim(PK,sky, f, 1%
(x, st) <Aa(st1, PK,sky)

CT « Sim(PK, sky, f, f(x), 1%

Output (st,CT, (C~T/1, cey C~T;_k))

The functional encryption scheme CktFE is then said to be single query AUG-SIM secure if
there exists a p.p.t. simulator Sim such that for every p.p.t. adversary A = (41, As), the
following two distributions are computationally indistinguishable:

c .
{EXPE&katIFE,A(lK)} ~ {EngfféE,Sim(ln)}
rEN KEN

We note that the simulators of [18] and [27] can be modified to satisfy the above augmented
notion of security. Intuitively, the simulator, given input (PK, sk, f, f(x), 1121 is now required
to output a fraction of the ciphertext CTx. For concreteness, let us assume it must output
the last n — k components of the ciphertext. Now, this partial ciphertext will never be
decryptable by any function key, so the simulator may simply generate these components as
C~T; +— & (PK;,0,r,7;) for i € [k + 1,n], where £ is the encoding function used to generate a
single ciphertext component, as defined in Section 3. Note that in the real world, we would
correspondingly have CT; < & (PK;, z;, 7, 7;).

In more detail, consider the ciphertext of [18]. As seen in Appendix C, £ outputs an
FHE ciphertext, an ABE ciphertext and a garbled circuit. To simulate a partial ciphertext,
the simulator may generate n — k FHE encryptions of 0, and use these as the attributes for
the ABE scheme as described above. The garbled circuit and its labels are generated as
before, the labels of the garbled circuit form the messages in the ABE ciphertext as before.
Function keys are generated as before — recall these are ABE keys that select one of two
labels embedded in each ABE CT depending on whether some predicate evaluates to true.
Now consider an adversary who receives these n — k components and the function key. He
may decrypt the given ABE ciphertexts with the matching ABE predicate keys to obtain a
subset of the labels of the garbled circuit. By semantic security of FHE and by security of
garbled circuits, he cannot learn anything about the message x from these.

For [27], a ciphertext for input x corresponds to a fresh garbled circuit, PKE encryptions
of both labels for the N wires corresponding to f and the n labels corresponding to x
provided in the clear. A partial ciphertext in this case will correspond to revealing some
subset of the n labels in the clear. The simulator can simply reveal labels corresponding to
input 0 — by security of garbled circuits, the adversary cannot distinguish this view from the
real world.

Formally, let us denote the incomplete ciphertext in either scheme as CTpagrT. Then, given
a distinguisher A who can distinguish between the real output (PK, C,SK¢, CTpART(x))
and the simulated output (PK,C,SK¢,CTpart(0)), we construct a distinguisher B who
distinguishes between complete ciphertexts CT(xg) and CT(xy) where C(xg) = C(x1), thus
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violating FULL-SIM security of CktFE. B is constructed as follows: it chooses two messages
xo and x; such that C'(x¢) = C(x1) and they differ only in (fixed) n — k positions — for these
positions xg may be arbitrary and x; is 0. B submits these as “challenge” messages. He
obtains PK, upon which he outputs C such that C(xg) = C'(x1). He receives SK¢ as well
as CT(xp) for a random bit b. B strips off the ciphertext components corresponding to the
k positions which match and sends (PK, C,SK¢, CTpART(xb)) to A. B outputs whatever A
outputs. It is clear that B has the same advantage as A.

D.2.2 Proof

» Theorem 14. Assume that the underlying CktFE scheme satisfies augmented FULL-SIM
security according to definition 13. Then the construction for TMFE achieves FULL-SIM
security as defined in definition 10.

Proof. We proceed to construct a simulator TMFE.Sim as required by Definition 10. When
we invoke the augmented CktFE simulator to produce incomplete ciphertexts, we denote it by
CktFE.Sim,. The simulator TMFE.Sim receives (PK,SKys, M, M (w), 1"l 7 runtime(M, z))
and does the following:

1. Assign the bit b = M(w), let s = runtime(M, x), and construct the circuit f corresponding
to M as defined in Figure 2 in the description of TMFE.KeyGen. Let CktFE.SK; = SKy.

2. Let CktFE.Sim, be the Simulator defined in Definition 13 for k = logI'.

3. For (i =71,i>s,i——), do:

a. Choose 2log @ keys K/{,...Kb

oz Q < K218 Q and compute

Sim.d;/ = SKE.Enc(01%:51, K7) ¥ j € [log Q], b;; € {0,1}

=

Let Sim.f)m» = (Sim.glffjij, Sim.a?fjtj) and Sim.D; = (Sim.f)i,j ) for j € [log Q).
Let (&,8;.,) = CKtFE.Sim,(PK, f,SK})
. Sample key Kj* = (K/*,..., K[, ) + K'°8" and let

a0

Sim.&; ; = SKE.Enc(&; ;, K;*;) Vj € [logT],

o}

. Sample b; j < {0,1} and assign Sim.& &’

Choose another logI" keys Kl’ Iree- KZJOg

i = Sim.&;

-

r < K8 and compute

Sim.&)'4 = SKE.Enc(01®), K/ ) V¥ j € [logT]

g. Let Sim.E; ; = (Sim. ez’;7 Sim. eb”) and Sim.E; = (Sim.ﬁ)m ) for j € [logI'].

4. Invoke CktFE.Sim( PK, f,CktFE.SKy,b ) to receive CTy where we may express CT, =
(€s,ds.q,,€s,7,); ds,q, = (ds ;) for j € [log Q] and &; , = (&, ;) for j € [logT].
5. For (i =s,1 > 1,i— —), do:

a. If i =1, set Sim.D; =d; .q, and exit.
b. Sample key K} = (Ki*,h .. K;‘lOgQ) — K92@ and let

Sim.d; ; = SKE.Enc(d; ;, K} ;) Vj € [log Q],

c. Sample b; ; + {0,1} and assign Sim.affjij = Sim.d; ;.

XX:29
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d. Choose another log @ keys f(i,h ... f(i,logQ — K2 @ and compute
by il 5 .
Sim.d;} = SKE.Enc(0/44! K, ;) V j € [log Q]

e. Let Sim.]AD,;Jv = (Slm&fljf Sim. Ef”nj) and Sim.D; = (Sim.]ji,j ) for j € [log Q).

f. Sample key Kj* = (K[, ..., K[, ) + K'°8" and let

Sim.&; ; = SKE.Enc(e; j, K[*;) Vj € [logI,

g. Sample b; ; < {0,1} and assign Sim. e 7 =Sim.&; ;
h. Choose another logI" keys KZ’ 1r-- K! JogT < K°eT and compute

Sim.éz?fj — SKE.Enc(0/%!, K ) V j € [logT]

. Let Sim.E; g = (Slm é. Sim. e%”) and Sim.E; = (Sim ]:3” ) for j € [logT.

Z]’

j- Let (€_1,d; 1.4, ,,8 1, ,) = CKtFE.Sim(PK, f,SK, K}, Kili 1))
6. Output the simulated ciphertext as CTy, = (({éi, Sim.D;, Sim.E;} for i € [7]), dy, {&;}
for i € [1, k] UT).

D.2.2.1 Analysis of Simulator.

Correctness of the simulator TMFE.Sim can be easily established using correctness of the
simulator CktFE.Sim, and the semantic security of SKE.

» Theorem 15. Given that d; g, ~ d;,, and D; and Sim.D; are constructed according to
TMFE.Enc and TMFE.Sim respectively, then D, & Sim.D;.

The above theorem holds similarly for e; and E; as well. The proof is as follows.
1. We now establish that ( -~ Sim.d; ;) where b; = ¢, ; and j € [log Q).
a. We have that in algorlthm TMFE.Enc,
K, = ((K(Oi,l)’ K(li,l))ﬂ ) (K?i,logQ)7 K(li,logQ)))
where Kb +— K for j € [log Q]. We also have, for j € [log @], b € {0,1}:

= SKE.Enc(K?;,d} ) (D.1)

i,

b. In simulator TMFE.Sim:
Ki=(K,....K1p50) ¢ K9 and
Sim.d; ; = SKE.Enc(K;,,d; ;) Vj € [log Q]

Hence, since dffj ~ d, ; and the symmetric keys are picked using the same distribution

in each case, we have that ((Aifz ~ Sim.d; j) where b; = ¢; ; and j € [log Q].
2. We now establish that (cAlEJJ ~ Sim.&?jj) where j € [log Q).

a. Construction of affj is described in Equation D.1.
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b. For the latter, TMFE.Sim samples l;j and sets Sim.a?fj = Sim.(AliVj. Next, it samples
another log @ keys K; 1,... KjlogQ < K2 @ and computes

Sim.d?”, = SKE.Enc(K; ;,0/%1) v j € [log Q)

By semantic security of SKE, we have that (AEJJ ~ Slma:fjj)
3. Next, we show that ]51 & Sim.ﬁi. For i = 1, we have by definitions of D; and Sim.]jl,
that the above holds. For ¢ > 1, in TMFE.Enc, we have b; ; +- {0,1} and

Dy = (dly.dly)

%3 0

In TMFE.Sim, we have b; ; + {0,1} and

Sim.]jm- = (Sim.al?i',j Sim.a:?jjj)

i,j 0
Since D; = (f)”) and Sim.D; = (Sim.f)m» ) for j € [log @], we have that D, ~ Sim.D,.
Let us say that the TM M visits states qi, ..., ¢s while computing on input w where

|w| = k.

1. Fors<i<rT
a. We have by correctness of CktFE.Simp, that:

{(Civei,w) « CktFE.Enc(PK, (Kiy1,Kj3), ¢ 7i))
% (@4,81,) < CKFE Simy (PK, fur, SK;) |
b. By Theorem 15 we get that E; ~ Sim.E; and by semantic security of SKE, we get
that f)z é Slmf)l Hence, (Ci7f)i7ﬁ)i) é (é“SImf)l,SlmEl)
2. We have by correctness of CktFE.Sim according to definition 7 that:

{(cs,d&qs,esm) ¢ CKFE.Enc(PK, (Kqi1, K} (). 45, 7s))

SR - pa thFE.Sim(PK,fM,SKf,b)}

By decomposability, CT, = (cs,ds q.,ds q.) Where ds 4, = (dZ]J) for j € [log Q] and b; =

qs,j, and similarly e, ,, = (el;f ;) for j € [logI'] and b; = 5 ; Similarly, the last two terms

of CN'I',S = (€5,ds.q,,85.,) can be decomposed into (d; ;) and (&, ;). Let i =s. Theorem 15

gives us that D, ~ Sim.D; and E; ~ Sim.E; and hence (ci, ]ADZ-, EZ) ~ (&, Sim.ﬁi, Sim.ﬁ)i).
3. Let i =i — 1. Now, we have by correctness of CktFE.Sim according to Definition 7,

{(chdi,qﬂew)  CKFE.Enc(PK, (Kit1. K, ¢ 7))

& (&1,d; 4, 8;.,) « CKEFE.Sim(PK, far, SK;, (K;‘H,Kf(‘i)))}

CT; = (ci,di g, diyg) where d; g, = (df’J) for j € [log@] and b; = ¢; ;, and similarly
€y = (eij) for j € [logT] and b; = v, ; Similarly, the last two terms of CT; =

(€i,di g, €;~,) can be decomposed into (d; ;) and (&; ;).
4. Hence, from Theorem 15, (c;, D;, E;) ~ (€&;,Sim.D;, Sim.E;).
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5. If i > 1, go to step 3.
6. Now, a straightforward hybrid argument yield that:

{(Claf)laﬁ)l)7 (Cz,f)27]§32), Sy (Cnf)n]jr)}

é {(61, Slm]jl,SImEl), (62, Sim.ﬁg, SImEQ), ey (éT, Sim.f)T, SII’T‘IET)}

Further using the fact that d; ~ d; and e; ~ &;, we prove (({ci,f)i,ﬁ)i} for i € [7]),

dy, {e;} fori e [1,k}UT) £ (({éi,Sim.f)i,SimEi} for i € [r]), dy, {&;} fori € [1,k]UT>
as desired.
A |

E Reusable Garbled DFAs

In this section, we will define garbled DFAs and notions of input and function privacy,
adapting corresponding definitions from [18]. We further show how to construct garbled
DFAs (with unbounded inputs) that can be used to evaluate multiple inputs (of possibly
varying size).

» Definition 16. (Garbled DFA scheme) A garbling scheme for a family of DFAs M =
{My}ren with M, a family of DFAs ¥, x Q,, — Q,, is a tuple of p.p.t. algorithms
GbDfa = (GbDfa.Garble, GbDfa.Enc, GbDfa.Eval) such that

GbDfa.Garble(1%, M) takes as input the security parameter x and a DFA M € M, and
outputs the garbled DFA Mg and a secret key gsk.

GbDfa.Enc(gsk, w) takes as input the vector w € ¥*, the secret key gsk and outputs an
encoding c.

GbDfa.Eval(Mg, c) takes as input a garbled DFA Mg, an encoding ¢ and outputs 1 iff M
accepts w, 0 otherwise.

» Definition 17. (Correctness). For all sufficiently large security parameters &, for all DFAs
M € M, and all w € ¥*, we have:

Pr (Mg, gsk) < GbDfa.Garble(1*, M); 1~ negl(s)
c <+ GbDfa.Enc(gsk, w); b < GbDfa.Eval : M(w) =b | &

» Definition 18. (Efficiency) There exist universal polynomials p1 = p;(k) and ps = pa(k, -)
such that for all security parameters x, for all DFAs M € M,, for all w € ¥*,

(Mg, gsk) < GbDfa.Garble(1%, M) : _q
lgsk| < p1(k) and runtime (GbDfa.Enc(gsk, w)) < pa(k, |w])

» Definition 19. (Input and machine privacy with reusability) Let GbDfa be a garbling
scheme for a family of DFAs M = { M, }.en. For a pair of p.p.t. algorithms A = (A, As)
and a p.p.t. simulator S = (51, S2), consider the following two experiments:

ExprGelj})fa,A(lm): EXPigSaDIfa,A,s(lﬂ)’
1: (M, sta) < A1(17) 1: (M, sta) < A1(17)
2: (gsk, M) + GbDfa.Garble(1%, M) 2: (Mg, sts) + Slsl“,l‘M‘)
. GbDfa.Enc(gsk,-) . O(+,M)[[sts] Y
3 a+ A, (M, Mg, sta) 3 o Ag (M, Mg, sta)
4: Output « 4: Output «
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Here, O(-, M)][st,]] is an oracle that on input w from Ay, runs Sy with inputs M (w), 11",
and the latest state of S; it returns the output of Ss (storing the new simulator state for the
next invocation).

A garbling scheme GbDfa is input and machine private with reusability if there exists a
p.p-t. simulator S such that for all pairs of p.p.t. adversaries A = (Aj, As), the following
two distributions are computationally indistinguishable:

I c ideal
{EXPE?SDfa,A(lﬁ)} ~ {EXPIGEana,A,S(ln)}
KEN rEN

E.1 Construction

Our DfaFE scheme provides input privacy and reusability but not machine privacy. To
achieve a reusable, garbled DFA, we need to hide the DFA machine as well. [18] combats this
problem for circuits by using a semantically secure symmetric encryption scheme to encrypt
the circuit C. The resultant encryption, say C , is embedded into a universal circuit Ug that
takes as input a pair (x,SKs), where x is the original input to C, and SKs the symmetric
secret key. It then proceeds to decrypt C using SKs and computes C(x). The underlying FE
scheme for circuits is used to encrypt the pair (x,SKs) and the functional key is generated
for the circuit Ug.

In the case of functional encryption for DFAs however, this approach does not work

directly. To see this, suppose we encrypt the machine M using symmetric key encryption.

Then it is unclear how to construct a DFA that runs the symmetric key decryption circuit.
However, the blueprint from [18] does work for our specific construction. This is because
our DFA functional key is a circuit functional key for an appropriately defined circuit (refer
Figure 1). Thus, our particular DFA functional key is indeed amenable to the hiding technique
of [18]. We proceed to provide the detailed construction.
We use a semantically secure symmetric key encryption scheme
SKE = (SKE.KeyGen, SKE.Enc, SKE.Dec). The reusable garbled DFA scheme is defined as
follows.

GbDfa.Garble(1%, M): Upon input the security parameter and a machine M, do the following:

1. Choose a symmetric key encryption scheme SKE with key space K.

2. Generate a secret key SKg <— SKE.KeyGen(1").

3. Define a circuit family as follows. Let F : X — ) where X = (K x ¥ x K218 @ x
{0,1}) x Q and Y = K'°8 Q. We set

b= K]+ B+ [K2¢9) +1, &= [Q)

where |-| denotes size in bits. Let £ = ¢ + {5.

4. Invoke CktFE.Setup(1%,1%) to obtain PK = (PKy,PKa1,...,PKa1ogq, PKindpt) and
MSK.

5. Let fas be the circuit defined in Figure 1 corresponding to machine M.

6. Let £ = SKE.Enc(SKs, fas). Instead of running CktFE.Keygen on fjs, we run it on a
universal circuit Ug defined in Figure 3.

7. Let Mg = CktFE.KeyGen(Ug, MSK) be the garbled DFA and gsk = (PK, SKs) be the
secret key.
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Universal Circuit Ug

Ug takes as input a secret key SKs and a string w:

Compute firs = SKE.Dec(SKs, E).

Run fa on w.

Figure 3 Universal Circuit.

GbDfa.Enc(gsk, w): Upon input a secret key gsk and a vector
w, do the following: Parse gsk as (PK,SKs). Let |w| = k. Output ¢ = DfaFE.Enc(PK, w’)
where w' = ((SKs, ’LUl)7 ey (SKs, wk))

GbDfa.Eval(Mg, c): Compute and output DfaFE.Dec(Mg¢, ¢).

E.2 Correctness and Efficiency

Correctness is immediate from correctness of DfaFE and CktFE. To see this, note that the
only changes in the above construction from the construction in Section 4 are:

1. Replacing the circuit fj; defined in figure 1 to Ug defined in figure 3 in the description
of DfaFE.KeyGen.

2. Replacing the message w = (w1, ..., w;) with w' = ((SKs,w}), ..., (SKs,w},)) in the
description of DfaFE.enc.

Thus, it suffices to establish that the pair (Ug, w’) produces exactly the same value as the

pair (far, w). The remainder of correctness follows directly from Section 4.1. Let

Vie [k—1], thFE.Enc( PK, ((SKs, w;), Kis1,0, ;) ) = (ci,d;)

CktFE.Dec(Mg, (¢;,d;)) = Up(SKs, w;, Ki11,0,¢;) ) by correctness of CktFE
= C(w;,K;41,0,¢;) ) by definition of Ug
= fur(wi, Kip1,0,¢;) for i <k,
= fu(wr, L,1,qx) for i =k.

Thus we have that at every step the DFA computation results in the same value regardless
of whether the pair (Ug,w’) or (fu, w) is used. Since the remainder of the computation
proceeds as the construction in Section 4, we have the correctness of GbDfa.Eval from the
correctness of DfaFE.Dec.

We now establish efficiency. We have that |gsk| equals |SKs| + |DfaFE.PK| where the
DfaFE public key is a CktFE public key for circuits of input length [SKs| 4 log(|KC21°8 Q) +
log(|X]) + log(|Q|). The length of the CktFE public key is polynomial in the input length of
the circuit. Hence |gsk| = O(poly(k)).

Next, consider the running time of the GbDfa.Enc algorithm. This algorithm, upon input
of size k, invokes the CktFE.Enc algorithm & times, with polynomial sized messages. Hence,
its runtime is O(k, k).

E.3 Security

We now establish that the scheme GbDfa constructed is secure according to Definition 19.
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» Theorem 20. Assume that the DfaFE construction described in Section 4 is FULL-SIM
secure according to definition 2. Then the reusable garbled DFA construction provided in
Section E.1 achieves input and machine privacy with reusability as defined in definition 19.

Proof. We proceed to construct a simulator to satisfy the definition 19.

E.3.1 Simulator Construction.

We construct a simulator S = (51, S2) as follows.

ol

Sp(1%, 11M ‘): Upon input the security parameter and the machine size, S7 does:

Generate (SKE.SKs, DfaFE.MSK) and DfaFE.PK as in GbDfa.Garble.

Compute E = SKE.Enc(SKs, 0/M1)

Output Mg = CktFE.Enc(Uz, MSK), where U is as defined in Figure 3 but for E.

Set state sts = (SKs,Ug, DfaFE.PK, Mg). Note that DfaFE.PK = CktFE.PK for the
family of circuits as defined in Section 4.

The simulator Sy receives (stg, M(w), 1™!) and does the following:

. Assign the bit b = M(w).
. Let CktFE.SKy, = Mg and invoke thFE.Sim( CktFE.PK, Ug, thFE.SKUE.,b) to receive

CTj where we may express CTy, = (&,d g, ) and dy 4, = (dx ;) for j € [log Q).
For (i =k,i > 1,i— —), do:

a. If i =1, set 52.151 = (~117q1 and exit.
b. Sample key K} = (K/q,..., K/, q) < K& @ and let

52.61,‘7_7' = SKE.Enc(El,»J,K;j) \V/j S [IOg Q],

c. Sample Bi,j + {0, 1} and assign SQ.&gf]i" = Sg.cAli,j.
d. Choose another log @ keys f(i,l, .. .f(i,logQ — K°2@Q and compute

S5Vl = SKE.Enc(01%, K, ;) ¥ j € [log Q]

e. Let Sg.f)i,j = (SQ&E:']77 Sga:fj/) and S2f)z = (Sg.f)i,j ) for _j S [log Q]
f. Let (&—1,d;_1,4,_,) = CKtFE.Sim( CktFE.PK,Up, CktFE.SKy, K3).

Output the encoding as ¢(w) = (€1, €, .. ., Cg, Sy.Dq, ..., Sg.ﬁk).

E.3.2 Analysis of Simulator.

We now establish that the simulator described above is correct.

We need to show that:
{(M, st M {wiy c(wi)}_y) Expfésgfa,m”)} g
reN
{(M, st g, {wa, 6(wi)} o) Expz*sa'fm,suﬁ)}
reEN

The proof is analogous to [18, Sec 4]. Indistinguishability is established via a sequence

of games where the first game is the ideal distribution and the final game is the real
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distribution. We show that successive games are indistinguishable, which implies that the
above distributions are indistinguishable.

Hybrid 0: The ideal hybrid of Definition 19 with simulator S. In this case, the output
distribution is:

( M, StA, MGv {Wiv 52(3t57 M(W)7 1IWI)}:=0 )

Hybrid 1: The same as Hybrid 0, but E is replaced with E = SKE.Enc(SKs, C'). The
output distribution is

( Ma sta, MG7 {Wi7 52(5t57 M(W)a 1IWI )}E:O )

Hybrid 2: The real distribution using the GbDfa construction. The output distribution
is

( M, sta, Mg, {w;,c(w;)}i_, )

Hybrid 0 and Hybrid 1 are computationally indistinguishable because of the semantic
security of SKE.Enc. We will prove that Hybrid 1 and Hybrid 2 are computationally
indistinguishable by using the FULL-SIM security of DfaFE.

Assume we have a p.p.t. adversary A = (A;, A2) and p.p.t. distinguisher D that can
distinguish between Hybrid 1 and Hybrid 2. We construct AFE = (ATE, AFE) and DFE which
breaks a modified version of the security of DfaFE in Definition 7. We will let an adversary
query for multiple ciphertexts (i.e. repeat steps 4-5 as many times as it wants) and also give
the simulator the circuit corresponding to M instead of the machine (in step 5 instead of M,
a circuit as defined in Figure 1 is given to the simulator). Under this definition S5 is a valid
simulator for DfaFE (it’s proof of security will be exactly as for DfaFE.Sim). An adversary
that can break this definition can break the original definition with a polynomially smaller
advantage.

On input PK, adversary AFF will do the following:

1. Run A; on input 1% and get M and the corresponding circuit of function f defined in
Figure 1 from st 4.

2. Generate SKs + SKE.KeyGen(1%) and encrypt E < SKE.Enc(SKs, M).

3. Let Ug be the circuit defined in Figure 3.

4. Output function Ug and stZE = (SKs,Ug, sta)

On input (SKy,, sttf), adversary AFE does:

1. Set Mg = SKy,
2. Run As with input (Ug, Mg, sta) by responding to its ith oracle query w; with either of
the following:
- Return the the real ciphertext CT(w;) = DfaFE.Enc(PK, w)) where
W; = ((SKS7 W,’J), ey (SKs, Wi,\wi\))
- Return the simulated ciphertext
CT(w;) < Sa(stg, M(w), 1) where stg = (PK, Mg, Ug).
Repeat this (sending either all real or all simulated ciphertexts) till Ao outputs a.
3. Output «
When real ciphertexts are used then AFF simulates Hybrid 2 and when simulated cipther-
texts are used then they simulate Hybrid 1. Hence, a distinguisher that can distin-
guish between Hybrid 1 and 2 can also distinguish between {ExprDe?alFEA(l”)}ﬂeN and
{Expi[c)'feleEysz(l"‘)},ﬁeN which contradicts FULL-SIM security of DfaFE.
<
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