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1 Problem Statement

In classification, it is typically assumed that the labeled training data comes from the
same distribution as that of the test data. However, many real world applications,
especially in computer vision, challenge this assumption. In this context, the learner
must take special care during the learning process to infer models that adapt well to the
test data they are deployed on. Subspace based adaptation is a promising approach to
tackle these unsupervised visual problems. This project aims to generate intermediate
representations in the form of subspaces along the geodesic path connecting the source
subspace and the target subspace on manifold (e.g. Grassmann). Finally, the source
data is to be projected onto these learned subspaces for a classifier to be learned.

2 Input

• Standard object recognition inputs in transfer learning setting.

3 Assumptions

• Training and test data should be from different domains.

4 Output

• Class label of the recognized object.

• Rank-1 recognition rate.

5 Datasets

• Office, Caltech-10, PASCAL-VOC-2007.
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