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1. Knowledge Distillation

Knowledge distillation is the technique of transferring knowledge from a
large model or a set of models (teacher network) to a single smaller model
(student). In neural networks, knowledge can be any of the following: 1)
learned weights and bias, 2) logits as a source of teacher’s knowledge, or 3)
different types of activations and neurons or parameters of the teacher
network.

2. Problem Statement

In this project, you are supposed to select one (preferrably) Computer Vision
task(s): classification, object detection, segmentation, or depth estimation,
and find the state-of-the-art performing trained model (Example: YOLO for



object detection or HRNet for semantic segmentation, ResNet101 for
classification).

Then you need to design and model a student network to perform the same
task with comparable accuracy as the teacher network. Students network will
be a smaller network with fewer number of parameters, such as MobileNet,
VGG 16, AlexNet, or any custom network.
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Input and Output for the Student Network

The student model should be able to perform the same task as the teacher
network with comparable accuracy.

Dataset

It is recommended to use the same or a subset of dataset used to train the
teacher network.
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