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TUTORIAL 3
(Time allowed: FIFTY minutes)

NOTE: Attempt ALL questions. Total Marks : 25

1. Describe the nullspaces of A and B in two ways.

(a) Give the equations for the plane (or line)

(b) Give all vectors x that satisfy those equations as combinations of the special solutions.

A =

[
−1 3 5
−2 6 10

]
, B =

[
−1 3 5
−2 6 7

]
(4 marks)

Solution :

A:

[
−1 3 5
−2 6 10

] x1

x2

x3

 = 0 =⇒ −x1 + 3x2 + 5x3 = 0; an equation of a plane.

In another way, all vectors of the form x2

3
1
0

 + x3

5
0
1


B:

[
−1 3 5
−2 6 7

] x1

x2

x3

 = 0 =⇒ −x1 + 3x2 + 5x3 = 0, −3x3 = 0 ∴ −x1 + 3x2 = 0; an equation of a

line.

In another way, all vectors of the form x2

3
1
0


2. Describe the column space and nullspace of A and the complete solution to Ax = b.

A =

2 4 6 4
2 5 7 6
2 3 5 2

 , b =

4
3
5

 (5 marks)

Solution :

CONTINUED
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Considering x =


x1

x2

x3

x4

; Ax = 0 =⇒

2x1 + 4x2 + 6x3 + 4x4 = 0 (1)

x2 + x3 + 2x4 = 0 (2)

From Equation 2

x2 = −x3 − 2x4 (3)

Substituting Equation 3 in Equation 1

x1 = −x3 + 2x4 (4)

∴ The nullspace is


−x3 + 2x4

−x3 − 2x4

x3

x4

 = x3


−1
−1
1
0

 + x4


2
−2
0
1



Alternatively substitute (x3, x4) = (0, 1) and = (x3, x4) = (1, 0) in Equation 3 and 4 to obtain s1
and s2.

3. Show that the vectors a1 = (1, 0,−1); a2 = (1, 2, 1); a3 = (0,−3, 2) form a basis for R3 (2 marks)

Solution :
Show the vectors are linearly independent by showing that matrix whose rows are ai’s is invertible

And any set of three linearly independent vectors in R3 spans R3. Hence the set of vectors is indeed
a basis for R3.

4. Consider a vector x = (x1, x2, x3, x4) in R4. It has 24 rearrangements like (x2, x1, x3, x4),
(x4, x3, x1, x2), and so on. Those 24 vectors, including x itself, span a subspace S. Find exam-
ples of particular vectors x so that the dimension of S is:
(a) 0, (b) 1, (c) 3, (d) 4. Justify your answer. (4 marks)

Solution :

CONTINUED
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5. Let V and W be subspaces of Rn with V ∩W = {0}. Show that dim(V ) + dim(W ) ≤ n.

Hint: Consider v1, ..., vk to be a basis for V , and w1, ..., wl to be a basis for W , and show that
v1, ..., vk, w1, ..., wl are linearly independent. (3 marks)

Solution :
Let v1, ..., vk be a basis for V , and let w1, ..., wl be a basis for W . I claim that v1, ..., vk, w1, ..., wl

are linearly independent. To see this, suppose a1v1 + ... + akvk + b1w1 + ... + blwl = 0. We need to
show that a1 = ... = ak = b1 = ... = bl = 0. To simplify the notation, let v = a1v1 + ... + akvk and
w = b1w1 + ... + blwl. Then v + w = 0, so v = −w. Now v is in V and −w is in W , so v and w are
both in the intersection of V and W. But this intersection was assumed to be {0}. So v = w = 0.
Since v1, ..., vk are independent, v = 0 implies a1 = ... = ak = 0. Since w1, ..., wl are independent,
w = 0 implies b1 = ... = bl = 0.

So we have k+ l linearly independent vectors in Rn. Therefore k+ l is less than or equal to n. Since
k = dim(V ) and l = dim(W ), this proves what we wanted.

6. Which of the following functions T from R2 into R2 are linear transformations?

(a) T (x1;x2) = (1 + x1;x2)

(b) T (x1;x2) = (x2;x1)

(c) T (x1;x2) = (x2
1;x2)

(d) T (x1;x2) = (sinx1;x2)

(2 marks)

Solution :

7. Let T : R2 → R2 be a linear transformation of the 2-dimensional vector space R2 (the x-y-plane) to
itself which is the reflection across a line y = mx for some m ∈ R.

Find the matrix representation of the linear transformation T with respect to the standard basis

B = {e1, e2} of R2, where e1 =

[
1
0

]
, e2 =

[
0
1

]
(5 marks)

CONTINUED
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Solution :


