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Probability mass function

• A random variable 𝑋 is discrete if it takes values 
only in some countable set {𝑥1, 𝑥2, … }

• Its distribution function is represented as 
𝐹 𝑥 = 𝑃 𝑋 ≤ 𝑥

• The (probability) mass function of a discrete 
random variable 𝑋 is the function 𝑓:ℝ → [0,1]
given by 𝒇 𝒙 = 𝑷 𝑿 = 𝒙 .

• The distribution and mass functions are related by

𝐹 𝑥 =  

𝑖:𝑥𝑖≤𝑥

𝑓(𝑥𝑖)



• The probability mass function 𝑓:ℝ → [0,1]
satisfies:

(a) the set of 𝑥 such that 𝑓 𝑥 ≠ 0 is 
countable,

(b)  𝑖 𝑓 𝑥𝑖 = 1 where 𝑥1, 𝑥2, … are the 
values of 𝑥 such that

𝑓 𝑥 ≠ 0.



Discrete example: roll of a die

x

𝒇(𝒙)

1/6

1 4 5 62 3

 

all 𝑥

𝑓 𝑥 = 1

https://view.officeapps.live.com/op/view.aspx?src=
https://web.stanford.edu/~kcobb/hrp259/lecture4.p
pt

https://view.officeapps.live.com/op/view.aspx?src=https://web.stanford.edu/~kcobb/hrp259/lecture4.ppt


Probability mass function (pmf)

𝒙 𝒇(𝒙)

𝟏 𝑷(𝑿 = 𝟏) = 𝟏/𝟔

𝟐 𝑷(𝑿 = 𝟐) = 𝟏/𝟔

𝟑 𝑷(𝑿 = 𝟑) = 𝟏/𝟔

𝟒 𝑷(𝑿 = 𝟒) = 𝟏/𝟔

𝟓 𝑷(𝑿 = 𝟓) = 𝟏/𝟔

𝟔 𝑷(𝑿 = 𝟔) = 𝟏/𝟔

1.0



Cumulative distribution 
function (CDF)

x

𝑭(𝒙)

1/6

1 4 5 62 3

1/3

1/2

2/3

5/6

1.0



Cumulative distribution function
(CDF)

𝒙 𝑷(𝑿 ≤ 𝒙)

𝟏 𝑷(𝑿 ≤ 𝟏) = 𝟏/𝟔

𝟐 𝑷(𝑿 ≤ 𝟐) = 𝟐/𝟔

𝟑 𝑷(𝑿 ≤ 𝟑) = 𝟑/𝟔

𝟒 𝑷(𝑿 ≤ 𝟒) = 𝟒/𝟔

𝟓 𝑷(𝑿 ≤ 𝟓) = 𝟓/𝟔

𝟔 𝑷(𝑿 ≤ 𝟔) = 𝟔/𝟔
=1



Examples

1. What’s the probability that you roll a 3 or less?   
𝑃(𝑥 ≤ 3) = 1/2

2. What’s the probability that you roll a 5 or higher?  
𝑃(𝑥 ≥ 5) = 1–𝑃(𝑥 ≤ 4) = 1 − 2/3 = 1/3



Practice Problem
Which of the following are probability 

functions?

a. 𝑓 𝑥 = .25 𝑓𝑜𝑟 𝑥 = 9, 10, 11, 12

b. 𝑓 𝑥 =
3−𝑥

2
𝑓𝑜𝑟 𝑥 = 1, 2, 3, 4

c.   𝑓 𝑥 =
𝑥2+𝑥+1

25
𝑓𝑜𝑟 𝑥 = 0, 1, 2, 3



Answer (a)

a. 𝑓 𝑥 = .25 𝑓𝑜𝑟 𝑥 = 9,10,11,12

Yes, probability 

function!

x f(x)

9 .25

10 .25

11 .25

12 .25

1.0



Answer (b)

b. 𝑓 𝑥 =
3−𝑥

2
𝑓𝑜𝑟 𝑥 = 1,2,3,4

x f(x)

1 (3-1)/2=1.0

2 (3-2)/2=.5

3 (3-3)/2=0

4 (3-4)/2=-.5

Though this sums to 1, 

you can’t have a 

negative probability; 

therefore, it’s not a 

probability function.



Answer (c)

c.      𝑓 𝑥 =
𝑥2+𝑥+1

25
𝑓𝑜𝑟 𝑥 = 0,1,2,3

x f(x)

0 1/25

1 3/25

2 7/25

3 13/25

Doesn’t sum to 1.  Thus, 

it’s not a probability 

function.

24/25



Practice Problem

• The number of ships to arrive at a harbor on any given day is 
a random variable represented by x. The probability 
distribution for x is:

x 10 11 12 13 14

P(x) .4 .2 .2 .1 .1

Find the probability that on a given day:

a. exactly 14 ships arrive

b. At least 12 ships arrive

c. At most 11 ships arrive

𝐏(𝒙 = 𝟏𝟒) = . 𝟏

𝑷 𝒙𝟏𝟐 = . 𝟐 + . 𝟏 +. 𝟏 =. 𝟒

𝑷(𝒙 ≤ 𝟏𝟏) = (. 𝟒 +. 𝟐) = . 𝟔



Practice Problem
You are lecturing to a group of 1000 students.  You ask each 
of them to randomly pick an integer between 1 and 10.  
Assuming, their picks are truly random:

• What’s your best guess for how many students picked the 
number 9?

Since P(𝑥 = 9) = 1/10, we’d expect about 1/10th of the 
1000 students to pick 9.  

Answer: 100 students.

• What percentage of the students would you expect, picked 
a number less than or equal to 6?

Since P 𝑥 ≤ 6 =
1

10
+
1

10
+
1

10
+
1

10
+
1

10
+
1

10
= .6

Answer: 𝟔𝟎%



Binomial Distribution

• A coin is tossed 𝑛 times, and a head turns up each 
time with probability 𝑝 = 1 − 𝑞 .

• Then Ω = 𝐻, 𝑇 𝑛.

• The total number 𝑿 of heads takes values in the set 
{0, 1, 2, … , 𝑛} and is a discrete random variable. 

• Its probability mass function 𝑓 𝑥 = 𝑃(𝑋 = 𝑥)
satisfies 𝑓 𝑥 = 0 𝑖𝑓 𝑥 ∉ {0,1,2, … , 𝑛}



Binomial Distribution

• Let 0 ≤ 𝑘 ≤ 𝑛 and consider 𝑓 𝑘 . Exactly 𝑛
𝑘

points in Ω give a total of 𝑘 heads; each of these 
points occurs with probability 𝑝𝑘𝑞𝑛−𝑘 and so

𝒇 𝒌 = 𝒏
𝒌
𝒑𝒌𝒒𝒏−𝒌 if  𝟎 ≤ 𝒌 ≤ 𝒏

• The random variable 𝑋 is said to have the binomial 
distribution with parameters 𝑛 and 𝑝, written as:  
bin(n, p). It is the sum 𝑋 = 𝑌1 + 𝑌2 + …+ 𝑌𝑛 of 𝑛
Bernoulli variables.



Poisson Distribution

• If a random variable 𝑿 takes values in the set {0, 1, 
2, ... } with mass function 

𝒇 𝒌 = 𝝀
𝒌

𝒌!
𝒆−𝝀 \

𝒌 = 𝟎, 𝟏, 𝟐, … where 𝜆 > 0, then 𝑋 is said to have 
the Poisson distribution with parameter 𝜆.



Joint probability mass function

• Remember that for a discrete R.V. 𝑋, we define the 
PMF as f x = PX x = 𝑃 𝑋 = 𝑥 .

• Now if we have two R.V.s 𝑋 and 𝑌 and we would like 
to study them jointly, then we define the joint 
probability mass function as follows:

𝑷𝑿𝒀 𝒙, 𝒚 = 𝑷 𝑿 = 𝒙, 𝒀 = 𝒚

• 𝑃𝑋 𝑥 and 𝑃𝑌 𝑦 are called marginal PMFs.



Joint Distribution Function

• The joint distribution function 𝐹:ℝ2 → [0,1] of 𝑋
and 𝑌 , where 𝑋 and 𝑌 are discrete variables is 
given by :

𝑭 𝒙, 𝒚 = 𝑷(𝑿 ≤ 𝒙 𝒂𝒏𝒅 𝒀 ≤ 𝒚)

• The discrete random variables 𝑋 and 𝑌 are 
independent if and only if

𝒇𝑿,𝒀 𝒙, 𝒚 = 𝒇𝑿 𝒙 𝒇𝒀 𝒚 ∀𝒙, 𝒚 ∈ ℝ



Independence

• Remember that events 𝐴 and 𝐵 are called 
'independent' if the occurrence of 𝐴 does not 
change the subsequent probability of 𝐵 occurring.

• More rigorously, 𝐴 and 𝐵 are independent if and 
only if 𝑷 𝑨 ∩ 𝑩 = 𝑷 𝑨 𝑷 𝑩 .

• Discrete variables 𝑋 and 𝑌 are independent if the 
events 𝑋 = 𝑥 and {𝑌 = 𝑦} are independent for all 
𝑥 and 𝑦.



Independence

• Suppose 𝑋 takes values in the set 𝑥1, 𝑥2, … and 𝑌
takes values in the set 𝑦1, 𝑦2, … .

• Let 𝐴𝑖 = 𝑋 = 𝑥𝑖 𝑎𝑛𝑑 𝐵𝑗 = {𝑌 = 𝑦𝑗}

The random variables 𝑋 and 𝑌 are independent if 
and only if 𝐴𝑖 and 𝐵𝑗 are independent for all pairs 𝑖, 𝑗. 
A similar definition holds for collections 
{𝑋1, 𝑋2, … , 𝑋𝑛} of discrete variables.



Example: Poisson Flips
• A coin is tossed once and heads turns up with 

probability 𝑝 = 1 − 𝑞. Let 𝑋 and 𝑌 be the numbers 
of heads and tails respectively. It is no surprise that 
𝑋 and 𝑌 are not independent. After all,

𝑃 𝑋 = 𝑌 = 1 = 0 ; P X = 1 𝑃 Y = 1 = p(1 − p)

• Suppose now that the coin is tossed a random 𝑁
number of times, where 𝑁 has the Poisson 
distribution with parameter 𝜆. 

• It is a remarkable fact that the resulting numbers X 
and Y of heads and tails are independent, since



𝑃 𝑋 = 𝑥, 𝑌 = 𝑦

= 𝑃 𝑋 = 𝑥, 𝑌 = 𝑦 𝑁 = 𝑥 + 𝑦 𝑃 𝑁 = 𝑥 + 𝑦

=
𝑥 + 𝑦

𝑥
𝑝𝑥𝑞𝑦. 𝜆

𝑥+𝑦

𝑥+𝑦 !
𝑒−𝜆

= 𝑥+𝑦 !
𝑥!𝑦!
𝑝𝑥𝑞𝑦 𝜆

𝑥+𝑦

𝑥+𝑦 !
𝑒−𝜆

= 𝝀𝒑
𝒙 𝝀𝒒 𝒚

𝒙!𝒚!
𝒆−𝝀



• 𝑃 𝑋 = 𝑥 =  𝑛≥𝑥
∞ 𝑃 𝑋 = 𝑥 𝑁 = 𝑛 𝑃(𝑁 = 𝑛)

=  𝑛≥𝑥𝑃 𝑋 = 𝑥 𝑁 = 𝑛 𝑃(𝑁 = 𝑛)

=  𝑛≥𝑥
𝑛
𝑥
𝑝𝑥𝑞𝑛−𝑥 𝜆

𝑛𝑒−𝜆

𝑛!

=  𝑛≥𝑥
𝑛!

𝑥! 𝑛−𝑥 !

𝜆𝑝 𝑥 𝜆𝑞 𝑛−𝑥

𝑛!
𝑒−𝜆

= 𝜆𝑝
𝑥𝑒−𝜆

𝑥!
 𝑛≥𝑥

𝜆𝑞 𝑛−𝑥

(𝑛−𝑥)!
= 𝜆𝑝

𝑥𝑒−𝜆𝑒𝜆𝑞

𝑥!

= 𝝀𝒑
𝒙𝒆−𝝀𝒑

𝒙!

• Similarly 𝑃 𝑌 = 𝑦 = 𝝀𝒒
𝒚𝒆−𝝀𝒒

𝒚!



• 𝑃 𝑋 = 𝑥, 𝑌 = 𝑦 = 𝝀𝒑
𝒙 𝝀𝒒 𝒚

𝒙!𝒚!
𝒆−𝝀

=
𝝀𝒑 𝒙𝒆−𝝀𝒑

𝒙!

𝝀𝒒 𝒚𝒆−𝝀𝒒

𝒚!

= 𝑃 𝑋 = 𝑥 𝑃(𝑌 = 𝑦) = 𝝀𝒑
𝒙 𝝀𝒒 𝒚

𝒙!𝒚!
𝒆−𝝀

This shows that 𝑋 and 𝑌 are independent.

• If 𝑋 and 𝑌 are independent and 𝑔, ℎ ∶ ℝ → ℝ , then 
𝑔(𝑋) and ℎ(𝑌) are independent also.

• {𝑋𝑖 ∶ 𝑖 ∈ 𝐼} is an independent family if and only if

𝑷 𝑿𝒊 = 𝒙𝒊 𝒇𝒐𝒓 𝒂𝒍𝒍 𝒊 ∈ 𝑱 = 

𝒊∈𝑱

𝑷(𝑿𝒊 = 𝒙𝒊)



Example
• Consider two random variables 𝑋 and 𝑌 with joint PMF as 

given in the table:

a.   Find 𝑃(𝑋 ≤ 2, 𝑌 ≤ 4)

b.   Find the marginal PMFs of 𝑋 and 𝑌

c.   Are 𝑋 and 𝑌 independent?

Y=2 Y=4 Y=5

X=1 1/12 1/24 1/24

X=2 1/6 1/12 1/8

X=3 1/4 1/8 1/12

https://www.probabilitycourse.com/chapter5/5_
1_6_solved_prob.php

https://www.probabilitycourse.com/chapter5/5_1_6_solved_prob.php


a. To find 𝑃(𝑋 ≤ 2, 𝑌 ≤ 4) , we can write : 

𝑃 𝑋 ≤ 2, 𝑌 ≤ 4 = 𝑃𝑋𝑌 1,2 + 𝑃𝑋𝑌 1,4 + 𝑃𝑋𝑌 2,2 + 𝑃𝑋𝑌(2,4)

=
1

12
+
1

24
+
1

6
+
1

12
=
𝟑

𝟖

b. 𝑃𝑋 𝑥 =

1

6
𝑥 = 1

3

8
𝑥 = 2

11

24
𝑥 = 3

0 𝑜/𝑤

𝑃𝑌 𝑦 =

1

2
𝑦 = 2

1

4
𝑦 = 4

1

4
𝑦 = 5

0 𝑜/𝑤



c. To check if 𝑋 and 𝑌 are independent, we need to 
check if 𝑃 𝑋 = 𝑥, 𝑌 = 𝑦 = 𝑃 𝑋 = 𝑥 𝑃 𝑌 = 𝑦 .

Looking at the table and results from the previous 
parts, we get:

𝑃 𝑋 = 2, 𝑌 = 2 =
1

6
≠ 𝑃 𝑋 = 2 𝑃 𝑌 = 2 =

3

16
Thus X and Y are not independent.



Expectation 
• The mean value, or expectation, or expected value of the 

random variable 𝑋 with mass function 𝑓 is defined to be:

𝐸 𝑋 =  

𝑥:𝑓 𝑥 >0

𝑥𝑓(𝑥)

• Example: 𝑥 → −2,−1, 1, 3

𝑓 𝑥 →
1

4
,
1

8
,
1

4
,
3

8

𝐸 𝑋 = −2
1

4
+ −1

1

8
+ 1
1

4
+ 3
3

8
=
3

4



• The random variable 𝑌 = 𝑋2 takes values 1,4,9 with 
probabilities 

3

8
,
1

4
,
3

8
respectively

• So, 𝑬 𝒀 = 1
3

8
+ 4
1

4
+ 9
3

8
=
19

4

• Alternatively, 𝑬 𝑿𝟐 =  𝑥 𝑥
2𝑃 𝑋 = 𝑥

= 4
1

4
+ 1
1

8
+ 1
1

4
+ 9
3

8
=
19

4

• Lemma: If 𝑋 has mass function 𝑓 and 𝑔:ℝ → ℝ, then

𝐸 𝑔 𝑋 = 

𝑥

𝑔 𝑥 𝑓(𝑥)



• If 𝑘 is a positive integer, the 𝑘𝑡ℎ moment 𝑚𝑘 of 𝑋 is 
defined to be 𝒎𝒌 = 𝑬 𝑿

𝒌 .

• The 𝑘𝑡ℎ central moment 𝜎𝑘 = 𝐸( 𝑋 −𝑚1
𝑘)

• The two moments of most use are

𝒎𝟏 = 𝑬 𝑿 = 𝝁 and 𝝈𝟐 = 𝑬 𝑿 − 𝑬𝑿
𝟐 = 𝒗𝒂𝒓(𝑿)

called the mean (or expectation) and variance
respectively. 

• 𝜎 = 𝑣𝑎𝑟 𝑋 is called the standard deviation.



• 𝜎2 = 𝐸 𝑋 −𝑚1
2

=  𝑥 𝑥 − 𝑚1
2𝑓(𝑥)

=  𝑥 𝑥
2𝑓 𝑥 − 2𝑚1 𝑥 𝑥𝑓 𝑥 + 𝑚1

2 𝑥 𝑓(𝑥)

= 𝑚2 −𝑚1
2

• Thus 𝒗𝒂𝒓 𝑿 = 𝑬 𝑿 − 𝑬𝑿 𝟐 = 𝑬 𝑿𝟐 − 𝑬𝑿 𝟐



Indicator variable

• Expected value of an indicator variable is just the 
probability of that event. (Remember that a 
random variable 𝐼𝐴 is the indicator random variable 
for event 𝐴, if 𝐼𝐴 = 1 when 𝐴 occurs and 𝐼𝐴 =
0 otherwise.) 

• i.e., 𝑬 𝑰𝑨 = 𝑷 𝑨

• Proof: 𝐸 𝐼𝐴 = 1. 𝑃 𝐼𝐴 = 1 + 0. 𝑃 𝐼𝐴 = 0

= 𝑃 𝐼𝐴 = 1 = 𝑃(𝐴)



Bernoulli Variable

• Let 𝑋 be a Bernoulli variable  taking the value 1 
with probability 𝑝 = 1 − 𝑞 .

• Then 𝐸 𝑋 =  𝑥 𝑥𝑓 𝑥 = 0. 𝑞 + 1. 𝑝 = 𝑝

• 𝐸 𝑋2 =  𝑥 𝑥
2𝑓 𝑥 = 0. 𝑞 + 1. 𝑝 = 𝑝

• So 𝒗𝒂𝒓 𝑿 = 𝐸 𝑋2 − 𝐸𝑋 2 = 𝑝 − 𝑝2

= 𝑝 1 − 𝑝 = 𝒑𝒒



Binomial Variable

•𝑬𝑿 =  𝑘=0
𝑛 𝑘𝑓(𝑘)

=  𝑘=0
𝑛 𝑘 𝑛

𝑘
𝑝𝑘𝑞𝑛−𝑘

= 𝑛𝑝 𝑘=1
𝑛 𝑛−1 !

𝑛−𝑘 ! 𝑘−1 !
𝑝𝑘−1𝑞𝑛−𝑘

= 𝑛𝑝 𝑙=0
𝑛−1 𝑛−1

𝑙
𝑝𝑙𝑞𝑛−1−𝑙 = 𝐧𝐩

• Likewise, 𝒗𝒂𝒓 𝑿 = 𝒏𝒑𝒒



Theorem

• The expectation operator 𝐸 has the following 
properties :

a. If 𝑋 ≥ 0 then 𝐸 𝑋 ≥ 0

b. If 𝑎, 𝑏 ∈ ℝ then 
𝐸 𝑎𝑋 + 𝑏𝑌 = 𝑎𝐸 𝑋 + 𝑏𝐸 𝑌

c. The random variable 1, taking the value 1
always, has expectation 𝐸 1 = 1



If 𝑎, 𝑏 ∈ ℝ then 𝐸 𝑎𝑋 + 𝑏𝑌 = 𝑎𝐸 𝑋 + 𝑏𝐸 𝑌

• Proof :
Let 𝐴𝑥 = {𝑋 = 𝑥}, 𝐵𝑦 = {𝑌 = 𝑦}. Then

𝑎𝑋 + 𝑏𝑌 = 

𝑥,𝑦

𝑎𝑋 + 𝑏𝑌 𝐼𝐴𝑥∩𝐵𝑦

𝐸(𝑎𝑋 + 𝑏𝑌) =  𝑥,𝑦 𝑎𝑋 + 𝑏𝑌 𝑃(𝐴𝑥 ∩ 𝐵𝑦) Since 𝑬 𝑰𝑨 = 𝑷 𝑨

However,  𝑦𝑃(𝐴𝑥 ∩ 𝐵𝑦) = 𝑃 𝐴𝑥 ∩  𝑦𝐵𝑦
= 𝑃 𝐴𝑥 ∩ Ω = 𝑃(𝐴𝑥)

Likewise,  𝑥𝑃(𝐴𝑥 ∩ 𝐵𝑦) = 𝑃(𝐵𝑦)



• This gives

𝐸 𝑎𝑋 + 𝑏𝑌

= 

𝑥

𝑎𝑥 

𝑦

𝑃(𝐴𝑥 ∩ 𝐵𝑦) + 

𝑦

𝑏𝑦 

𝑥

𝑃(𝐴𝑥 ∩ 𝐵𝑦)

= 𝑎 

𝑥

𝑥𝑃 𝐴𝑥 + 𝑏 

𝑦

𝑦𝑃 𝐵𝑦

= 𝒂𝑬 𝑿 + 𝒃𝑬 𝒀

Remark: It is not in general true that 𝐸(𝑋𝑌) is the 
same as 𝐸 𝑋 𝐸(𝑌).



Lemma
• If 𝑋 and 𝑌 are independent then 𝑬 𝑿𝒀 = 𝑬 𝑿 𝑬(𝒀).

Proof :

𝑋𝑌 = 

𝑥,𝑦

𝑥𝑦 𝐼𝐴𝑥∩𝐵𝑦

𝐸 𝑋𝑌 =  𝑥,𝑦 𝑥𝑦𝑃 𝐴𝑥 𝑃 𝐵𝑦 by independence

=  𝑥 𝑥𝑃 𝐴𝑥  𝑦 𝑦𝑃 𝐵𝑦

= 𝐸 𝑋 𝐸 𝑌



• 𝑿 and 𝒀 are called uncorrelated if 𝐸 𝑋𝑌 = 𝐸 𝑋 𝐸(𝑌).

• Independent variables are uncorrelated. The converse is not 
true.

• Theorem :

a. 𝑣𝑎𝑟 𝑎𝑋 = 𝑎2𝑣𝑎𝑟 𝑋 𝑓𝑜𝑟 𝑎 ∈ ℝ

b. 𝑣𝑎𝑟 𝑋 + 𝑌 = 𝑣𝑎𝑟 𝑋 + 𝑣𝑎𝑟 𝑌 𝑖𝑓 𝑋 𝑎𝑛𝑑 𝑌 𝑎𝑟𝑒 𝑢𝑛𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑒𝑑

Proof :

a. 𝑣𝑎𝑟 𝑎𝑋 = 𝐸 𝑎𝑋 − 𝐸𝑎𝑋 2 = 𝐸(𝑎2 𝑋 − 𝐸𝑋 2)

= 𝑎2𝐸 𝑋 − 𝐸𝑋 2 = 𝑎2𝑣𝑎𝑟(𝑋)

b. 𝑣𝑎𝑟 𝑋 + 𝑌 = 𝐸{ 𝑋 + 𝑌 − 𝐸 𝑋 + 𝑌
2
}

= 𝐸 𝑋 − 𝐸𝑋 2 + 2 𝑋𝑌 − 𝐸 𝑋 𝐸 𝑌 + 𝑌 − 𝐸𝑌 2

= 𝑣𝑎𝑟 𝑋 + 2 𝐸 𝑋𝑌 − 𝐸 𝑋 𝐸 𝑌 + 𝑣𝑎𝑟(𝑌)

= 𝑣𝑎𝑟 𝑋 + 𝑣𝑎𝑟 𝑌

{Since 𝐸 𝑋𝑌 = 𝐸 𝑋 𝐸 𝑌 if 𝑋 and 𝑌 are uncorrelated}



Covariance

• The covariance of 𝑋 and 𝑌 is 
𝑐𝑜𝑣 𝑋, 𝑌 = 𝐸 𝑋 − 𝐸𝑋 𝑌 − 𝐸𝑌

• The correlation coefficient of 𝑋 and 𝑌 is 
𝜌 𝑋, 𝑌 = 𝑐𝑜𝑣(𝑋,𝑌)

𝑣𝑎𝑟 𝑋 .𝑣𝑎𝑟 𝑌

As long as the variances are non-zero.

• 𝑐𝑜𝑣 𝑋, 𝑋 = 𝑣𝑎𝑟(𝑋)

• 𝑐𝑜𝑣 𝑋, 𝑌 = 𝐸 𝑋𝑌 − 𝐸 𝑋 𝐸(𝑌)

• 𝑋 and 𝑌 are uncorrelated if 𝑐𝑜𝑣 𝑋, 𝑌 = 0

• Also, independent variables are always uncorrelated, 
although the converse is not true.



Cauchy-Schwarz inequality

• For random variables 𝑋 and 𝑌,

𝑬 𝑿𝒀 𝟐 ≤ 𝑬 𝑿𝟐 𝑬(𝒀𝟐)

with equality if and only if P(aX = bY) = 1 for some 
real 𝑎 and 𝑏 , at least one of which is non-zero.

• 𝜌 = +1 if and only if 𝑌 increases linearly with X and 
𝜌 = −1 if and only if 𝑌 decreases linearly as 𝑋
increases.



Example

• Let X and Y take values in { 1, 2, 3} and {-1, 0, 2} 
respectively, with joint mass function f where f(x, y) 
is the appropriate entry in Table :

Y=-1 Y=0 Y=2 𝒇𝒙

X=1 1/18 3/18 2/18 6/18

X=2 2/18 0 3/18 5/18

X=3 0 4/18 3/18 7/18

𝑓𝑦 3/18 7/18 8/18

𝐸 𝑋𝑌 = 

𝑥,𝑦

𝑥𝑦𝑓 𝑥, 𝑦 = ; 𝐸 𝑋 = 

𝑥

𝑥𝑓 𝑥 =

𝐸 𝑌 =



• 𝐸 𝑋𝑌 =  𝑥,𝑦 𝑥𝑦𝑓 𝑥, 𝑦 = 29/18

• 𝐸 𝑋 =  𝑥 𝑥𝑓 𝑥 = 37/18

• 𝐸 𝑌 = 13/18

• 𝑣𝑎𝑟 𝑋 = 𝐸 𝑋2 − 𝐸 𝑋 2 = 233/324

• 𝑣𝑎𝑟 𝑌 = 461/324

• 𝑐𝑜𝑣 𝑋, 𝑌 =
41

324

• 𝜌 𝑋, 𝑌 = 41/ 107413



Conditional Distribution Function

• The conditional distribution function of 𝑌
given 𝑋 = 𝑥, written 𝑭 𝒀 𝑿 (. |𝐱) is defined 

by:

𝑭 𝒀 𝑿 𝒚 𝒙 = 𝑷(𝒀 ≤ 𝒚|𝑿 = 𝒙)

for any 𝑥 such that 𝑃 𝑋 = 𝑥 > 0



Conditional (probability) mass 
function
• The conditional (probability) mass function of 𝑌 given 
𝑋 = 𝑥, written 𝑓 𝑌 𝑋 (. |𝑥), is defined by 

𝒇 𝒀 𝑿 𝒚 𝒙 = 𝑷 𝒀 = 𝒚 𝑿 = 𝒙

• 𝒇 𝒀 𝑿 =
𝒇𝑿,𝒀

𝒇𝑿

for any 𝑥 such that 𝑃 𝑋 = 𝑥 > 0

• Clearly 𝑿 and 𝒀 are independent if and only if 
𝑓 𝑌 𝑋 = 𝑓𝑌



Conditional Expectation

• Let 𝜓 𝑥 = 𝐸 𝑌 𝑋 = 𝑥 . Then 𝜓(𝑋) is called 
the conditional expectation of 𝑌
given 𝑋, written as 𝑬 𝒀 𝑿 .

• Although 'conditional expectation' sounds 
like a number, it is actually a random 
variable.

• 𝜓 𝑋 =  𝑦 𝑦𝑓 𝑌 𝑋 (𝑦|𝑥)



• Theorem : The conditional expectation 
𝜓 𝑋 = 𝐸(𝑌|𝑋) satisfies

𝑬 𝝍 𝑿 = 𝑬(𝒀)

Proof : 

𝐸 𝜓 𝑋 = 

𝑥

𝜓 𝑥 𝑓𝑋(𝑥) = 

𝑥,𝑦

𝑦𝑓 𝑌 𝑋 𝑦 𝑥 𝑓𝑋 𝑥

= 

𝑥,𝑦

𝑦𝑓𝑋,𝑌(𝑥, 𝑦) = 

𝑦

𝑦 𝑓𝑌 𝑦 = 𝑬(𝒀)

• Thus, 𝑬 𝒀 =  𝒙𝑬 𝒀 𝑿 = 𝒙 𝑷(𝑿 = 𝒙)



Theorem
• The conditional expectation 𝜓 𝑋 = 𝐸 𝑌 𝑋

satisfies
𝐸 𝜓 𝑋 𝑔 𝑋 = 𝐸(𝑌𝑔(𝑋))

For any function 𝑔 for which both expectations exist.

Proof : 𝐸 𝜓 𝑋 𝑔 𝑋 =  𝑥𝜓 𝑥 𝑔 𝑥 𝑓𝑋 𝑥

=  𝑥,𝑦 𝑦𝑔 𝑥 𝑓 𝑌 𝑋 (𝑦|𝑥)𝑓𝑋 𝑥

=  𝑥,𝑦 𝑦𝑔 𝑥 𝑓𝑋,𝑌 𝑥, 𝑦

= 𝑬(𝒀𝒈(𝑿))



Example problem

• To transmit message 𝑖 using an optical communication 
system. 

• When light of intensity 𝜆𝑖 strikes the photodetector, 
the number of photoelectrons generated is a Poisson 
(𝜆𝑖) random variable. 

• Find the conditional probability that the number of 
photoelectrons observed at the photodetector is less 
than 2 given that message 𝑖 was sent.

https://www.cs.ccu.edu.tw/~wylin/probability/prob_ch3.pdf

https://www.cs.ccu.edu.tw/~wylin/probability/prob_ch3.pdf


Solution

• Let 𝑋 denote the message to be sent, and let 𝑌
denote the number of photoelectrons generated by 
the photodetector.

• The problem statement is telling us that

𝑃 𝑌 = 𝑛 𝑋 = 𝑖 =
𝜆𝑖
𝑛𝑒−𝜆𝑖

𝑛! , 𝑛 = 0,1,2, …

• The conditional probability to be calculated is 
𝑃 𝑌 < 2 𝑋 = 𝑖 = 𝑃 𝑌 = 0 𝑜𝑟 𝑌 = 1 𝑋 = 𝑖

= 𝑃 𝑌 = 0 𝑋 = 𝑖 + 𝑃(𝑌 = 1|𝑋 = 𝑖)

= 𝒆−𝝀𝒊 + 𝝀𝒊𝒆
−𝝀𝒊



Sums of Random Variables
• 𝑍 = 𝑋 + 𝑌

• Given joint pmf 𝑓(𝑥, 𝑦), we want to find pmf of 𝑍.

• 𝑋 + 𝑌 = 𝑍 =  𝑥( 𝑋 = 𝑥 ∩ {𝑌 = 𝑧 − 𝑥})

𝑓𝑋+𝑌 𝑧 = 𝑃 𝑋 + 𝑌 = 𝑧

= 𝑃( 𝑥 𝑋 = 𝑥 ∩ {𝑌 = 𝑧 − 𝑥})

=  𝑥 𝑃(𝑋 = 𝑥, Y = z − x)

=  𝑥 𝑓(𝑥, 𝑧 − 𝑥)



• If X and Y are independent, then 

𝑃 𝑋 + 𝑌 = 𝑧 = 𝑓𝑋+𝑌 𝑧

=  𝑥 𝑓𝑋 𝑥 𝑓𝑌(𝑧 − 𝑥)

=  𝑦 𝑓𝑋 𝑧 − 𝑦 𝑓𝑌(𝑦)

• The mass function of 𝑋 + 𝑌 is called the 
convolution of the mass functions of 𝑋 and 𝑌, 
and is written

𝑓𝑋+𝑌 = 𝑓𝑋 ∗ 𝑓𝑌


