
LOGISTIC  REGRESSION







(Solve it now)





Prob. model + MLE process



)



Same as LMS learning rule  - except the non-linear sigmoid in “h”.

Newton Raphson’s method for maximizing l(q)





Consider a general classification problem, in which the response 
variable y can take on any one of k values, so y ∈ {1, 2, . . . , k}.

(for i = 1, . . . , k)





The conditional distribution of 
y given x is :

This model, which applies to classification problems where y ∈
{1, . . . , k}, is  called softmax regression. 
It is a generalization of logistic regression.



If we have a training set of m examples {(x(i), y(i)); i = 1, . . . ,m} 

and would like to learn the parameters θi of this model, 

write down the log-likelihood, as:

----- XXXX -------


