
Machine learning can be broadly defined as computational methods using experience to 
improve performance or to make accurate predictions. Here, experience refers to the past 
information available to the learner, which typically takes the form of electronic data 
collected and made available for analysis.



Learning from data:
In a typical scenario, we have an outcome measurement, usually 

quantitative or categorical, that we wish to predict based on a set of features. In 
other words, we have a training set of data, in which we observe the outcome 
and feature measurements for a set of objects (such as people). 

Using this data we build a prediction model, or learner, which will enable 
us to predict the outcome for new unseen objects. A good learner is one that 
accurately predicts such an outcome.

Machine learning is defined as a set of methods that can automatically 
detect patterns in data, and then use the uncovered patterns to predict future
data, or to perform other kinds of decision making under uncertainty.











In essence, statistical learning refers to a set of approaches for estimating f.
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Assumptions - Data are independently and identically distributed



Pattern Classification (SSS, DA)
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