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Maximum Likelihood Estimation (MLE)
Basic Idea:
Maximum likelihood estimation is a method that determines values for the parameters of a model. The 
parameter values are found such that they maximise the likelihood that the process described by the 
model produced the data that were actually observed.               

Example: Suppose there are 10 data points. For example, each data point could represent the 
length of time in seconds that it takes a student to answer a specific exam question. These 10 data 
points are shown in the figure below:

First task: which model best describes the observed 
data?

For given data, the data generation process can be 
adequately described by a Gaussian (normal) 
distribution

Gaussian distribution parameters: mean μ and 
standard deviation σ. Different values of these 
parameters result in different curves.



The true distribution from which the data were generated was 
f1  ~ N(10, 2.25), which is the Orange (f1) curve in the figure  above.

Intuitive definition: Maximum likelihood estimation is a method that will find the 
values of μ and σ that result in the curve that best fits the data.



Definition of the MLE 
The ML estimate of a parameter is that value which, when substituted into the probability 
distribution (or density), produces that distribution for which the probability of obtaining 
the entire observed set of samples is maximized.

i.e., 𝜃መெ  is the value of parameter 𝜃 that maximizes the “Likelihood Function” p(X|𝜃) for the specific measured 
data X

p(X| 𝜃)

𝜃𝜃መெ 
𝜃መெ  maximizes the likelihood function

Note: Because ln(z) is a monotonically increasing function…𝜃መெ  maximizes the log likelihood function ln{p(X|𝜃)}



General Analytical Procedure to Find the MLE
1. Find log-likelihood function: ln p(X|𝜃)

2. Differentiate w.r.t 𝜃 and set to 0: 𝜕 ln𝑝 𝑋|𝜃 𝜕⁄ 𝜃 = 0
3. Solve for 𝜃 value that satisfies the equation.

Some examples of model and their unknown parameters: 
Unknown parameters 
(𝜃𝒔)

DistributionS.No.

n, pBinomial distribution1 𝝀Poisson distribution2

pGeometric distribution3 𝝁,𝝈𝟐Normal distribution4



MLE for Gaussian Distribution
For the case of a single real-valued variable 𝑥, the Gaussian distribution is defined as:

Suppose we have a data set of observations x = 𝑥ଵ,⋯⋯𝑥ே ், representing N observations of the scalar variable 𝑥.

Data set x is i.i.d., Note: Data points that are
drawn independently from the
same distribution are said to be
independent and identically
distributed (i.i.d.)

Thus, we can  write the probability of the data set, given µ 
and 𝜎ଶ, in the form:

Likelihood function for the Gaussian



The log likelihood function can be written in the form:

Maximizing above equation with respect to µ, we obtain the maximum likelihood solution given by:

Similarly, maximizing with respect to 𝝈𝟐, we obtain the maximum likelihood solution for the variance in the 
form 
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