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Similarity graph

* The objective of a clustering algorithm is partitioning
data into groups such that:

* Points in the same group are similar
* Points in different groups are dissimilar

e Similarity graph G = (V, E) [undirected graph]:

* Vertices v; and v; are connected by a weighted edge iftheir
similarity is above a given threshold

 GOAL: find a partition of the graph such that:
* edges within a group have high weights

* edges across different groups have low weights






Weighted adjacency matrix

* Let G(V, E) be an undirected graph with vertex set
IV = {vl, . Un}

* Weighted adjacency matrix W = (Wij) et
* w;; = 0isthe weight of the edge between v; and v;.
* w;; = 0 means that v; and v; are not connected by an edge

° Wij = Wji Un

JJJJJ

* Degree of avertex v; € Vid; =Yy, Wi;

* Degree matrix D = diag (d,, ...,d,,) M
v

n



Similarity graphs - variants

e £-neighborhood:
* Connect all points whose pairwise distance is less than &
* K-nearest neighbor graph

* Connect vertex v; with vertex v, if Vj is among the k-nearest
neighbours of v;.

* Fully connected
* all points with similarity w;; > 0 are connected.

* use a similarity function like the Gaussian: , ,
wij = w(vi,v;) = exp(—[|v; — v [|2/(20%))



The adjacency matrix of a finite graph G on n vertices is the
n X n matrix where the non-diagonal entry a;; is the number of edges
from vertex i to vertex j, and the diagonal entry a,, depending on the
convention, is either once (directed) or twice (undirected) the
number of edges (loops) from vertex i to itself. In the special case of a
finite simple graph, the adjacency matrix is a (0,1)-matrix with zeros
on its diagonal. If the graph is undirected, the adjacency matrix is

symmetric.

110 01 0
1 01 01 0
01 010 0
001011
1 1010 0
000 10 0

Labeled graph Adjacency matrix



Graph Laplacians

* Graph Laplacian:
e L = D-W (symmetric and positive semi-definite)
* Properties:
* Smallest eigenvalue 1; = 0 with eigenvector 1
* n non-negative, real-valued eigenvalues0 = 4, <4, <-- <A1,

* the multiplicity k of the eigenvalue 0 of L equals the number of
connected components A4, ..., Ay in the graph.

For every vector T € K™ we fiave

Normalized Lsym _ D—I/ZLD—1/2 — ]_D—1/2WD—1/2;
Laplacian:
aplacian L. = D7'L=1-D"'W (random walk)



RANDOM WALKS on GRAPHS

G = (V, E): a simple connected graph on n vertices
A(G): the adjacency matrix

D(G) = diag(dy, ds, ... ,dy): the diagonal degree matrix
L = D — A: the combinatorial Laplacian

L is semi-definite and 1 is always an eigenvector for the
eigenvalue 0.

Normalized Laplacian: £ =1 — D-1/2AD-1/2,

m L is always semi-definite.
m 0 is always an eigenvalue of £ with eigenvector

(Vdy, ..., Vdn)"

m Laplacian eigenvalues: Ag,..., A1

O=X< A<~ < M1 £2

m )\, =2if and only if G is bipartite.
m )\ > 1if and only if G is the complete graph



Spectral Clustering algorithm (1)

* Input: Similarity matrix S € R™ ", number k of clusters
to construct.

1.

6.

Construct a similarity graph as previously described. Let W be
its weighted adjacency matrix.

Compute the unnormalized Laplacian L
Compute the first k eigenvectors uq, ..., u; of L

Let U € R™* be the matrix containing the vectors uy, ..., U, as
columns

Fori = 1,...,n let y; € R be the vector corresponding to the
i-th row of U

Cluster the points (V;);=1 __n in R* with the k-means algorithm
into clusters Cy, ..., Cy.

* Output: Clusters 44, ..., Ay with A; = {j|y; € C; }.



Normalized Graph Laplacians

1 1 1

1
* Symmetric:  Lgyy, =D 2LD 2 =1—D WD 2
e L., =D 'L=1-D'w

* Aisan eigenvalue of Ly, with eigenvector u iff Aand u solve
the generalized eigenproblem Lu = ADu

1
* 0 isan eigenvalue of L, with eigenvector D>

* Ly, and L, are positive semi-definite and have n non-
negative, real-valued eigenvalues0 = 4, <4, <+ < 1,

Then the multipliciry & of the eigenvalne U of both Ly, and Ly, equals the number of connected components
A in the graph. For L oy, HE £ E'Ee"m';mfe" ﬂf'ﬂ is a';'mmed by the indicator veciors 1 4, of those componends.

A,...




1. For every | € R™ we have

L ¢ fi 1
IrL. ml = 7 [ = — L
.f i -f 2 {.JZ=1 i) J{Tﬁ v'lrfli-lj

2. Ads an eipenvalue of L, with eigenvector v if and only if A is an eigenvalne of Ly, with eigenvector w =

2y

3. Ads an eipenvalue of L., with eigenvector v if and only if A and v solve the peneralized eipenproblem

Lv=ADw

4. 0 is an eigenvalue of Ly, with the constant one vector 1 as eigenvector. ) is an eigenvalue of Ly with
' .
gipenvector D2,

5. Ly and Ly, are positive semi-definite and have n non-negative real-valued eipenvalnes 0 = Ap < ... < Ay,




Spectral Clustering algorithm (2)

e Input: Similarity matrix S € R™ "™, number k of clusters to
construct.

1. Construct a similarity graph as previously described. Let W be
its weighted adjacency matrix.

2. Compute the normalized Laplacian Lgy,
3. Compute the first k eigenvectors uy, ..., ux ~ 0f Lgyp,.

4. normalize the eigenvectors

* Output: Clusters Ay, ..., Ay with 4; = {j|y; € C; }.



Unnormalized spectral clustering

Input: Similarity matrix 5 &€ R™*", number k of clusters to construct
o Construct a similarity graph by one oif the ways described 1n Section 2.
ILet W be its weighted adjacency matrix.

e Compute the unnormalized Laplacian L.

o Compute the first £ eigenvectors v1, ..., vg of L.

o Let VeR™* be the matrix containing the vectors vq,...,V; as columns.

s For ¢+ = 1,...,n, let 7y € R* be the vector corresponding to the +—th row of
V.

e Cluster the points uﬁhzlw”ﬂ in R* with the k-means algorithm into
clusters Cy,...,Ck.
Output: Clusters Ay,...,Ax with A; ={j|y; € Ci}.

Normalized spectral clustering according to Shi and Malik (2000)

Input: Similarity matrix S € R™™™, number k of clusters to construct
o Construct a similarity graph by one oif the wavs described 1n Section Z.
ILet W be its weighted adjacency matrix.

e Compute the unnormalized Laplacian L.

o Compute the first k eigenvectors v4, .. ., vy of the generalized eigenproblem Lv = ADw.

o et VeR™% e the matrix containing the vectors vy,...,V; as columns.

e For ¢+ = 1,...,n, let 1y € R* be the vector corresponding to the i+—th row of
V.

o Cluster the points ﬁﬁh=1wﬂﬂ in R® with the k-means algorithm into
clusters Cf,...,CL.

Output: Clusters Aj,..., Ay with A;={j|y; € C;i}.




Normalized spectral clustering according to Ng, Jordan, and Weiss (2002)

Input: Similarity matrix S¢€R™", number %k of clusters to construct

o Construct a similarity graph by one oi the ways described 1n Section 2.
Let W be its weighted adjacency matrix.

¢ Compute the normalized Laplacian Lgyp.

o Compute the first k eigenvectors vy, . .., Vg of Lgp.

o Tet VER™% be the matrix contalning the vectors vy,...,¥, as columns.

o Form the matrix U € R*** from V by normalizing the row sums to have norm 1, that is wy; =
vig /(L ) /2.

eFori = 1,...,n, let 3 € RF be the vector corresponding to the +-th row of
U.

o Cluster the points @Hﬁzlw”ﬂ with the k-means algorithm into clusters
Cy.....Ce.

Output: Clusters Ay,..., Ay with 4;={j|y; € Gi}.

Unnormalized speciral clustering

Tnput: Similarity matrix S5 e R"*?, number k& of clusters to construct
 Construct a similarity graph by one of the wavs described in Section 2.
Let W be its weighted adjacency matrix.

e Compute the unnormalized Laplacian I..

» Compute the first k eigenvectors v, ..., v of L.

e Iet V € R"** be the matrix containing the wvectors vq,...,vr as columns.

 For « = 1,...,n, let 3y <= R* be the wvector corraesponding to the i—th row of
V.

 Cluster the points ﬁﬁh=1 n i R* with the k-means algorithm into

.....

clusters Cq,...,Cr.
Cutput : Clusters Aj,...,Ax with A; ={j|y; € Ci}.




spectral clustering (a la Ng-Jordan-Weiss)

—

data similarity graph
edges have weights w(i,j)

g 0(i.d) = el |



the Laplacian

A?jj = w(t,]) Dy; = Zw(i,j)

j=1

diagonal matrix D

Normalized Laplacian: 7, —  — D~ 1/24D1/2



cnergy

Normalized Laplacian: 7, —  — D~ 1/24D1/2



spectral embedding

Normalized Laplacian: 7, — 7 — D~ 1/24D—1/2

Compute first k eigenvectors: V4, V,, ..., V|
L’sz/\jvj AM <A << Mg




clustering
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Run k—means to cluster the points







https://www.youtube.com/watch?v=FtgU4xDJzEk







