Deep Learning - Assignment 0 Your Name, Roll Number

Instructions:

e This assignment is meant to help you understand certain concepts we will use in the
course.

1. Simple Derivatives

(a) Find the derivative of the sigmoid function with respect to x where the sigmoid
function o(z) is given by,

Solution: The derivative of the sigmoid function is as follows:

o'(z) = d(;f)
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We can simplify the above answer as follows :
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= o(x)(1 ~ o(x))

Therefore, the derivative of the sigmoid function is :

o'(x) = o(x)(1 - o(x))




(b) Given two gaussian functions
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The derivative of £ w.r.t = is given by % = L', which can be found as follows:
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(¢) Find the derivative of f(p) with respect to p where f(p) is given by,

L=p

flp) = zogg +(1-p) log

(Hint : You can treat p as a constant.)
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Solution: The derivative of f(p) with respect to p can be found as follows:

_ d%(pwg@)) = o (plog(p)) + d%((l — p)log(1 = p)) = d%«l ~ p)log(1 =)

Treating p as a constant and using product rule of derivatives, we get,

(1=p)
= 1+1log(p) —log(p) — 1 = log(1 — p) + log(1 — p)

P L—p
=log(=) — log K
(4) - tog(1=5)

o p(1—=p)
= log(m)

f'(p) = (P% +1log(p)(1)) — log(p)(1) + ((1 — p)-_—l +log(1 = p)(=1)) —log(1 = p)(=1)

2. Chain Rule

Using the chain rule of derivatives, find the derivative of f(z) with respect to x where

(a) f(x) = xlog(3")

Solution: Let,

z=3"
dz  d_, .
LT %3 = 3"log3
Also let,
y = log(z)
dy dl 1
dz dz 9% 3

Therefore, we can write f(z) in terms of y which itself can be written in terms
of z, i.e. |

flz) ==y

Page 3



The derivative of f(z) can be found as follows:

f'(x)

d
=r— +y—=2x (By Product Rule)
=r——+y (By Chain Rule)

1
= xg—xS‘ElogS + log3”

= xlog3 + log3®
=10g3" + log3®
= 2log3”

(b) f(x) = o(wi(o(woz + by)) + b1),
where wy, wy, by, by are constants and o(z) is the sigmoid function defined in Q1(a).

Solution: Using change of variables we can write f(x) as:

f(z) = o(wi(o(wox + by)) + by)

=7
(. J
v~

<

where,
2 = Wox + bo
dz d
% = %(wox + bo) = Wy
and
y =wi(o(z)) + by
Cdy o do(z)
i b wio(z)(1 —o(2))

Therefore, we can write f(z) in terms of y which itself can be written in terms
of z, ie. ,
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The derivative of f(z) can be found as given below. Also, recall from Q1(a),
the derivative of o(x) w.r.t x is given by o’(z) = o(x)(1 — o(x)).

= dya(y)% (By Chain rule)
dy dz .
=o(y)(1— J(y))d—Z% (By Chain rule)

3. Taylor Series

(a)

Consider € R and f(z) € R. Write down the Taylor series expansion of f(z).

Solution: A function f(z) can be expanded around a given point x by the
Taylor Series :

: f'(@) o v f
flz+dz) = f(z) + f'(x)(0z) + T(éas) +...+ W((Sx) +...
where dz is very small, f/(x) is the first derivative of f(x) with respect to x and
f™(z) is the n'" derivative of f(z) with respect to x.

Consider x € R" and f(x) € R. Write down the Taylor series expansion of f(z).

Solution: A function f(x) where x is a vector in R™, can be expanded by the
Taylor series as follows:

f(x+0x) = f(x) + Vi f(x)dx + %5XTVif(X)5X +...

where,
6x = [0z, ..., 0x,)"
[ Ox
1
fo(X) = :
ax
LZn
[82f(x) 9%f(x) % f(x)
azf Ox1x9 Tt Oz
Vif(x) = : : - :
Pf(x)  92f(x) % f(x)
L Oznz1 Ozrnre " ox2
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4. Softmax Function

(a) How is the softmax function defined ?

Solution: Softmax function squashes a K-dimensional vector v of arbitrary
real values to a K-dimensional vector softmax(v) of real values, where each
entry is in the range (0, 1), and all the entries add up to 1.

The softmax function is defined as:

evi

= =1.2,.... K
K J ) &y 3
Zk:1evk

softmax(v);

For example :
Let v =[2.1 4.8 3.5], then the softmax of it will be:

U1

softmax(v); = 23—, note that here K =3
k=1€"
021
T 21 4 A8 4 o35 0.0502
ev?
softmaz(v)y = ———
Zi:l e
A8
T 21 L A8 4 ¢35 0.7464
e
softmaz(v); = ———
Zi:l e
o35
= = 0.2034

62‘1 + 64'8 + 63'5

Therefore, softmaz(v) = [0.0502 0.7464 0.2034]

(b) Can you think of any concept which is similar to what the softmax function com-
putes? (Hint : You probably learnt it in high school)

Solution: The output of the softmax function can be used to represent the
probability distribution over K components of the input vector.

5. Matrix Multiplication

(a) What are the four ways of multiplying two matrices 7

Solution:

1. The most common way of finding the product of two matrices A and B is
to compute the 7j-th element of the resultant product matrix C using the
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i'" row of A and j** column of B. For example, suppose matrix A is of

size m x n with elements a;; and a matrix B of size n x p with elements bjy,
then multiplying matrices A and B will produce matrix C of size m X p.
The 77-th element of this matrix will be computed as,

n
Cij = E az‘kbkj
k=1

. The second way is to realise that the columns of C are the linear combi-
nations of columns of A. To get the i*" column of C, multiply the whole
matrix A with the i column of B. (Remember that a matrix times col-
umn is a column.)

Example: Let A be a 3 X 2 matrix and B be a 2 x 3 matrix. Then,

@11 a2 bii bz i3
= [G21 Qa22 bai  baa  bos
| a31  a32

[ (a1 a2 [bn} ai; Qaig |:b12} 11 A2 {513}

| | @21 G2 ba1 asr Gz | |bao agr g2 | |bas
31 a3z2 az1 asg a31 Aa32
NS g NS >
vV vV vV
[ 15 column of C 274 column of C 374 column of C

a11011 + a12b91 a11012 + a12bo a11013 + a12b93
= |a21b11 + az2ba 21012 + ag2bao 21013 + ag2bo3
|a31011 + azabor  az1b12 + azebay  az1013 + azabos

3. The third way is to realise that the rows of C are the linear combinations

of rows of B. To get the i row of C, multiply the i*" row of A with the
whole matrix B. (Remember that a row times matrix is a row.)
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A) times (rows of B).

a11011 + a12b91
a21011 + agba
| az1b11 + asabor

Example: Let A be a 3 X 2 matrix and B be a 2 X 3 matrix.
C=AB
_an Q12 bi1 bz bis
= | Q21 Q22 ba1  baa  bog
| d31  a32
[ [@11 alZ} bir b2 b3 st |
[521 byy Do 1% row of C
_ [Gm a22] bir b2 bz nd
= {621 by Do 2" row of C
[031 &32} bir b2 b1z 3" owo fC
i bai  bao b3 i
[a11b11 + a12ba a11b12 + ai2b22 a11013 + a12ba3
= |a21b11 + axba a21b12 + ag2bay 21013 4 agebas
|a31011 + az2bo1  azibiz + aspbaa azibiz + asabos

a11b12 4 a12b2o
21012 + ag2bay
a31b12 4 asebas

4. The fourth way is to look at the product of AB as a sum of (columns of

Example: Let A be a 3 x 2 matrix and B be a 2 x 3 matrix. Then,

C=AB
a1 a2 bi1 bz i3
= [G21 as22 ba1  baa  bos
a31 Aa3z2
aii [511 b1z 513} aiz [521 bas 523}
= ao1 + 23
a3 a32
—— N—_—— N——
15t column of A 15t row of B 2nd column of A 2™? row of B
a11b11  ai1biz aiibis a12021  a12b22  a12bas3
= |a21b11 a21bia axbiz| + |axba  axbi aznbs
_G3lbl1 azgibia  azibiz azgaba1  azabaa  azabas

a11b13 + ai2ba3
21013 + agbas
azibiz + asabas

(b) Consider a matrix A of size m x n and a vector x of size n. What is the result of

Page 8




the matrix-vector multiplication Ax. Is it a vector or a matrix? What are the the
dimensions of the product.

Solution: It will be a vector of size m.

(c) Consider two vectors x and y € R”. What is xyT ? Is it a matrix of size n X n, a
vector of size n or a scalar?

Solution: It will be a matrix of size n X n.

6. L2-norm

(a) What is meant by L2-norm of a vector?

Solution: L2 norm of a vector v = [v1,va, ..., v,] is defined as the square root
of the sum of squares of the absolute values of the vector components and is
written as,

V]2 =
U1
(b) Given a vector v = |vy| € R?, find it’s L2-norm, i.e. ||v||o.
U3

Solution: ||v||z = V12 + 192 + v32

U1
v
(c) Given a vector v = ‘e R”, find it’s L2-norm, i.e ||v|]2.

Un

Solution: ||v||s = /> 1 v?

7. Euclidean Distance
Consider two vectors x and y € R”. How would you compute the Euclidean distance
between the two vectors 7

L1 Y1
. T2 Y2 . .
Solution: Let,x= | . | andy =| . | be the two vectors.The Euclidean distance,
Tn Yn
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d, between the two vectors can then be calculated as:

d=/(z1—y1)>+ (22 — 12)2 + ... + (T — Yn)?

8. Consider two vectors x and y € R". How do you compute the dot product between the
two vectors 7 Is it a matrix of size n X n, a vector of size n or a scalar ?

T Y1

. T2 Y2
Solution: Let,x = | | | and y =| . | be the two vectors. Then, the dot product

T Yn

between them is defined as follows:

X-y:XTy

=T1Y1 + Ty + ... + TpYn

n
= § Z:Yq
=1

9. Consider two vectors x and y € R™. How do you compute the cosine of the angle between
the two vectors 7

I U1

. T2 Y2
Solution: Let, x = | | | and y =| . | be the two vectors and 6 be the angle

Tn Yn

between them. Then, the cosine of the angle between the two vectors is given by:

X'y

cos 0 =
x|y

10. Basic Geometry
(a) What is the equation of a line 7
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Solution: The equation of line can be written as:
y=mz+Db
Note that it also can be re-written as:

a1, + asxg = b

where, x1 = x,29 = y,a1 = —m,as = 1

(b) What is the equation of a plane in 3 dimensions (assume the axes are xq, x9, x3)?

Solution: The equation of a plane in 3 dimensions is:
a1x1 + asxo + agrs = b

where, x1, x9, x3 are the axes and aq, as, as, b are the coefficients.

(c) What is the equation of a plane in n dimensions (assume the axes are x1, 2, ..., Z,)
?

Solution: The equation of a plane in n dimensions is :

n
E a;r; = b
=1

where, x; are the axes and a;, b are the coefficients.

11. Basis Consider a set of vectors S = {vy,vs,...,v,} € R". When do you say that these
vectors form a basis in R™ ?

Solution: A set of vectors S = {vy,vs,...,v,} € R" forms a basis in R™ if and only
if following conditions are satisfied:

1. vy, v9,...,v, are linearly independent vectors

2. S spans R” i.e. every vector in R™ can be represented as a linear combination
of vectors in S.
For example, if x € R” then we can write,

Tr = Civ1 + Ccug + ...+ c U,

where v; € S form the basis of R™ and ¢; are co-efficients, Vi € {1,2,...,n}.
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For example :

0 0 1
The unit basis vectors for R® are (0|, [1| and |0|. Note that you can represent
1 0 0

any vector v € R? as the linear combination of these three basis vectors.

12. Orthogonal Vectors

(a) When are two vectors u and v € R” said to be orthogonal 7

Solution: Two vectors u and v are said to be orthogonal vectors when their
dot-product is zero i.e. u-v =utv =0.

(b) Are the following vectors orthogonal to each other?

1 0 0
V1 = O,sz 1,V3: 0
0 0 1
Solution: From part (a) of this question, we know that two vectors u and v are
said to be orthogonal if their dot product is zero. Therefore, to check whether
vy, Vo and vg are orthogonal, we have to find the dot product between them.
We do this by taking two vectors at a time.
Vi1 Vg = V’11‘V2
0
=[1 0 0] |1
0
=0
Vo Vg = Vg‘Vg
0
=[0 1 0]]|0
1
=0
V1 -Vg = VTVg
0
=[1 0 0]]|0
1
=0
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As we can see, we can take any subset of the above 3 vectors and compute the
dot product and the result will be zero. Therefore, vy, vy and vg are orthogonal
to each other.

13. Consider two vectors a and b € R™. What is the vector projection of b onto a ?

Solution: The vector projection of b onto a will have the same direction as vector
a but it will be either a scaled up or down version of a depending on the vector b.
The vector projection of b onto a is given by,

a-b a®b

(W)‘a:(w)'@

14. Consider a matrix A and a vector x. We say that x is an eigen vector of A if 7

Solution: x is an eigenvector of A if Az = Az where A\ is a scalar and is called the
corresponding eigenvalue.

15. Consider a set of vectors z1,xs,...,x, € R"? We say that xy,x,...,x, form an or-
thonormal basis in R™if 7
Solution: {zy,xs,...,2,} form an orthonormal basis in R™ if {zy,xs,...,2,} are

orthogonal to each other and have unit length.

16. Consider a set of vectors zi,xs,...,x, € R". We say that xy,xs,...,x, are linearly
independent if ?
Solution: We say that xi,zs,...,x, are linearly independent if any vector in the

set cannot be written as a linear combination of the remaining vectors in the set.
On the other hand, a vector z; is said to be linearly dependent on vectors x; to z,
if it can be written as a linear combination of these vectors as :

c1xy+ ... +ci1xi—q + Cit1T441 +...ChTy, = X

— T+ ...+ T+ T+ . ey + (=12 =0

n
= chxk = 0, where ¢; = —1
k=1
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But for a set of linearly independent vectors no vector in the set can be written as
a linear combination of the remaining vectors in the set. An alternate way of saying
this is that, a set of vectors is linearly independent if the only solution to the equation

chajk:(),is, e =0Vk={1,2,...,n}

k=1

17. Consider a vector x € R" and a matrix A € R™". The product xTAx can be written

as Z:L:l Z?:l ?

Solution: > >0 | v A,

18. KL Divergence

(a) Consider a discrete random variable X which can take one of k values from the
set {zy,...,z}. A distribution over X defines the value of Pr(X = z) Vx €
{z1,...,2,}. Consider two such distributions P and Q. How do you compute the
KL divergence between P and Q.

Solution: The KL Divergence between two distributions P and ) can be cal-
culated as :

Din(PlIQ) = - 3 P(a) log%

- Z P(x)log Pg;
P(a:)]
Q(z)

T

=Ex.p [ log

For example,
Consider a discrete random variable X which can take one of 3 values from the
set {x1,x9,23}. A distribution over X defines the value of Pr(X = z) Vx €
{x1,29,23}. Consider two such distributions P and Q which are defined as
follows:

0 1 0

P = ~~~ ~~~ ~~
| Pr(X =x1) Pr(X =) Pr(X=u3)]|

0.228 0.619 0.153

|Pr(X =x1) Pr(X =) Pr(X=um)]|

Page 14



Then, the KL divergence between P and () can be calculated as:

) 0.0 log(o f53>)

1
Dict(PI|Q) = (0.0 x log o

= 0.691

3 228) 1 1.0 % log(

(b) Is KL Divergence symmetric?

Solution: KL divergence is not symmetric as Dy (P||Q) # Dkr(Q||P), which
can be shown as follows:

Dis(@IIP) = = 3 Q) ox

e Q)
—;Q( )1gp<x)

Q(af)}
P(z)
# Dir(P]|Q)

=Ex g [log

19. Cross Entropy

Given two distributions P and @ defined over a discrete random variable X, how do you
compute the cross entropy between the two distributions?

Solution: The cross entropy between two distributions P and @) is given by,

ZP )log Q(x

For example,

Consider a discrete random variable X which can take one of 3 values from the set
{1, x9,23}. A distribution over X defines the value of Pr(X = z) Va € {1, xq, x3}.
Consider two such distributions P and Q which are defined as follows:

{ 0 1 0 }
P = ~~ ~~~ ~~~
Pr(X =z1) Pr(X ==z2) Pr(X =uz3)
0.228  0.619  0.153 }
=~ g —~

Pr(X =z1) Pr(X =x2) Pr(X=u1)

o-|
Then, the cross-entropy between P and () can be calculated as:

H(P,Q) = —(0.0 % log(0.228) + 1.0 % log(0.619) + 0.0 * log(0.153))
— 0.691
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