Module 18.3: Local Independencies in a Markov
Network
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o Let U be the set of all random vari-
ables in our joint distribution
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o Let U be the set of all random vari-
ables in our joint distribution

o Let X,Y,Z be some distinct subsets
of U

e A distribution P over these RVs
would imply X 1Y|Z if and only if
we can write
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o Let U be the set of all random vari-
ables in our joint distribution

o Let X,Y,Z be some distinct subsets
of U

e A distribution P over these RVs
would imply X 1Y|Z if and only if
we can write

@ Let us see this in the context of our
original example
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A o In this example
P(A7 B7 C7 ‘D) =

%[¢1(A7 B)¢2(B, C)¢3(C, D)¢4(D7 A)]
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A o In this example
P(A,B,C,D) =

%[¢1(A7 B)¢2(B, C)¢3(C, D)¢4(D7 A)]

C
@ We can rewrite this as
P(A,B,C,D) =
1
E [¢1 (A7 B)¢2(Bu C)] [¢3(Ca D)¢4(D) A)l
65(BACH 66(DAACY)
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A o In this example
P(A7 B7 C7 ‘D) =

%[¢1(A7 B)¢2(B, C)¢3(C, D)¢4(D7 A)]

C
@ We can rewrite this as
P(A,B,C,D) =
1
E [¢1 (A7 B)¢2(Bu C)] [¢3(Ca D)¢4(D) A)l
65(BACH 66(DAACY)

e We can say that BLD|{A,C} which
is indeed true
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A o In this example
P(A,B,C,D) =
F101(4, B)62(B, C)is(C, D)oa(D, A)
o Alternatively we can rewrite this as
P(A,B,C,D) =

~ [01(4, B)oa(D, )] [93(C, D)u(B,C)]
¢5(A{B,D}) $6(C,{B,D})
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A o In this example
P(A,B,C,D) =
F101(4, B)62(B, C)is(C, D)oa(D, A)
o Alternatively we can rewrite this as
P(A,B,C,D) =

~ [01(4, B)oa(D, )] [93(C, D)u(B,C)]
¢5(A{B,D}) $6(C,{B,D})

e We can say that A1C|{B, D} which
is indeed true
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o For a given Markov network H we
define Markov Blanket of a RV X to

e e e e e be the neighbors of X in H
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o For a given Markov network H we
define Markov Blanket of a RV X to
LA be the neighbors of X in H

e Analogous to the case of Bayesian
Networks we can define the local in-

o« . . dependences associated with H to be
o e . X1(U - {X}— MBy) MBy(X)
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Bayesian network Markov network

Difficulty Intellligence
Grade SAT
Letter

Local Independencies

X; L NonDescendentsy; ]Parent%
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Bayesian network Markov network

e o o o o o
Difficulty Intellligence e o o o o o
\ / \ . . .
Grade SAT . . .
J, « o .

Letter
[ ) L] L] [ ] ° °

Local Independencies

X; L NonDescendentsy; ]Parent%
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Bayesian network Markov network

Difficulty Intellligence e o o o o o
Grade SAT . . .
Letter
Local Independencies Local Independencies
X, L NonDescendentsx, ]Parent% XiLNonNeighborsx, ]Neighbors%
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