e Let us fix the threshold (—wp = 1) and try
different values of w1, wo
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e Let us fix the threshold (—wp = 1) and try
different values of w1, wo

@ Say, w; = —1,wy = —1 T3
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e Let us fix the threshold (—wp = 1) and try
different values of w1, wo

@ Say, w; = —1,wy = —1 T3
o What is wrong with this line? We make an -1 +11w1 1A =0
error on 1 out of the 4 inputs (0’ 1) (l: 1)
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e Let us fix the threshold (—wp = 1) and try
different values of w1, wo
T2

@ Say, w1 = —1,wy = —1
—1+1.1x|+ 1.1z2 =0

o What is wrong with this line? We make an
error on 1 out of the 4 inputs (0’ 1) (l: 1)

o Lets try some more values of wi,ws and note
how many errors we make
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e Let us fix the threshold (—wp = 1) and try
different values of w1, wo
T2

@ Say, w1 = —1,wy = —1
—1+1.1xy|+ 1.1z2 =0

o What is wrong with this line? We make an
error on 1 out of the 4 inputs (0’ 1) (l: 1)

o Lets try some more values of wi,ws and note
how many errors we make

w1 W9  EITors N ..
\\ = \
-1 -1 1 =l

Mitesh M. Khapra CS7015 (Deep Learning) : Lecture 2



e Let us fix the threshold (—wp = 1) and try
different values of w1, wo

@ Say, w; = —1,wy = —1 T3
o What is wrong with this line? We make an e R
error on 1 out of the 4 inputs (0’ 1) | (l: 1)
o Lets try some more values of wi,ws and note E i
how many errors we make . l
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e Let us fix the threshold (—wp = 1) and try N

different values of w1, wo —1 4 (0.45)2; + (0.45)x9 = 0
[+ Say7 wp = _1,'11}2 = —1 T \\\\
o What is wrong with this line? We make an -1 +11w1 N 1'1@‘ :0
error on 1 out of the 4 inputs (0, 1) ! (2?1\)
o Lets try some more values of wi,ws and note E i N .
how many errors we make . l N
wip Wz  erTors | b |
1 1 1 ° : ° =
15 0 1 0.0 1 E0)
0.45 0.45 3 —1+L5)z1 + (0)zp =0
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e Let us fix the threshold (—wp = 1) and try N

different values of w1, wo —1 4 (0.45)2; + (0.45)x9 = 0
° Say, w1 = —1,wp = —1 . 2
o What is wrong with this line? We make an -1 +11w1 N 1'1@‘ :0
error on 1 out of the 4 inputs (0, 1) ! (2?1\)
o Lets try some more values of wi,ws and note - i
how many errors we make . l
w1 Wz  €rrors | :’ - |
1 1 1 ° : ° =
15 0 1 0.0 1 E0)
0.45 0.45 3 —14(1.5)2y _”_ (0)zo =0
o We are interested in those values of wg, w1, wo i
1+ (=1)z1+ (—D)za=0

which result in 0 error
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e Let us fix the threshold (—wp = 1) and try N

different values of w1, wo —1 4 (0.45)2; + (0.45)x9 = 0
° Say, w1 = —1,wp = —1 . 2
o What is wrong with this line? We make an -1 +11w1 N 1'1@‘ :0
error on 1 out of the 4 inputs (0, 1) ! (2?1\)
o Lets try some more values of wi,ws and note - i
how many errors we make . l
w1 Wz  €rrors | :’ - |
1 1 1 ° : ° =
15 0 1 0.0 1 E0)
0.45 0.45 3 —14(1.5)2y _”_ (0)zo =0
o We are interested in those values of wg, w1, wo i
1+ (=1)z1+ (—D)za=0

which result in 0 error

o Let us plot the error surface corresponding to
different values of wq, w1, wo
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o For ease of analysis, we will keep wyq
fixed (-1) and plot the error for dif-
ferent values of w1, wo
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o For ease of analysis, we will keep wyq
fixed (-1) and plot the error for dif-
ferent values of w1, wo

e For a given wg,w;,we we will com-
pute —wg+wi*x1+we*xo for all com-
binations of (x1,x2) and note down
how many errors we make
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o For ease of analysis, we will keep wyq
fixed (-1) and plot the error for dif-
ferent values of w1, wo

e For a given wg,w;,we we will com-
pute —wg+wi*x1+we*xo for all com-
binations of (x1,x2) and note down
how many errors we make

e For the OR function, an error occurs
if (x1,x2) = (0,0) but —wo+wy*xx1+
wy * x3 > 0 or if (z1,22) # (0,0) but
—wp + w1 kx] +wo ko <0
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o For ease of analysis, we will keep wyq
fixed (-1) and plot the error for dif-
ferent values of w1, wo

e For a given wg,w;,we we will com-
pute —wg—+w1 *x1+wo*xxo for all com-
binations of (x1,z2) and note down
how many errors we make

e For the OR function, an error occurs
if (x1,x2) = (0,0) but —wo+wy*xx1+
wy * x3 > 0 or if (z1,22) # (0,0) but
—wp + w1 kx] +wo ko <0
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o For ease of analysis, we will keep wyq
fixed (-1) and plot the error for dif-
ferent values of w1, wo

For a given wq, w1, ws we will com-
pute —wg—+w1 *x1+wo*xxo for all com-
binations of (z1,z2) and note down
how many errors we make
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e For the OR function, an error occurs
if (x1,x2) = (0,0) but —wo+wy*xx1+
wy * x3 > 0 or if (z1,22) # (0,0) but
—wp + w1 kx] +wo ko <0

e e We are interested in finding an al-

2 15 18 21 24 27 30 gorithm which finds the values of

w1, wy which minimize this error
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