CS7016: TOPICS IN DEEP LEARNING
CROSS - ATTENTION
BETWEEN DOCUMENT AND QUERY
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Let’s explore the cross-Interaction layer for Dynamic Co-Attention Networks




DYNAMIC COATTENTION NETWORK

AP & A? are dependant on Bilinear -Matrix L. Let's explore what L is ...




Document : “The boy in the red shirt went to the market”

Query : “Who went to the market ?”
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DYNAMIC COATTENTION NETWORK
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DYNAMIC COATTENTION NETWORK

softmax along the row:
“which document word is more
important for each query word”
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D Dr .
C =4 |0, CQ] APQ : "Generates 10 query
representations. One for each

CD o [ADQ,ADCQ] document word"

APCYC : "Complex document

APCQ = [APADTID deean -
representation, using bilinear
matrix operation on softmax

matrices”

CP : "is the co-representation of the question and the
document”
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BIDAF : CROSS-INTERACTION LAYER
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Figure 1: BiDirectional Attention Flow Model (best viewed in color)




* Similar to bilinear matrix, BIDAF also computes word-word interaction
between document and query words
* However the formulation is slightly different:

L =D, Q)

Bilinear Matrix : BiDAF :

Lij =d;- q; Lij = WT[d,'; 4> d; © Clj]

* It gives the model more freedom, it can decide how much of query and

document can be taken to capture the interaction.

 w!is a learnable parameter.
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CONTEXT-TO-QUERY ATTENTION
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CONTEXT-TO-QUERY ATTENTION
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Figure 1: BiDirectional Attention Flow Model (best viewed in color)




QUERY-TO-CONTEXT REPRESENTATION

» Slightly different than the co-attention matrix C? discussed in DCNs.
* Highlights the context words having closest similarity to any of the
query Words. Words | Who @ Went To The  Marke ?
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QUERY-TO-CONTEXT REPRESENTATION

Query Aware Document Representation D = softmax(M,,, )’ D
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QUERY-TO-CONTEXT REPRESENTATION

How to merge context-to-query and query-to-context representations ?
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