
 Ref Chapter 8ofOnline learning Fomc book

Supervised learning Tsai ing followed Test
phase by phase

Online learning No such separation

Supervised PAC learnig Distributional assumptions

Online learning No such assumptions are made

Online learning Interaction

Sequential horizon T roads

for C L T

AlgorithmAreceives Def X
t predicts yffy
Observe ye incur loss L Ie Le

Goal of an online learning algorithm



minimize cumulative loss LIFE.LI

Except
Classification problem 7 10,13

Hy y't ly y
or Ley y 9 y y

Regression

g y y y
2
with YER

Prediction with expert advice

In each round t algorithm receives

Xe C X advice Lt C 9,5 1 N

N of experts

alg predicts It observes LCE ye
Goal Minimize unulative loss

Practical motivation



Movie recommendation

Expert IMDB RT your friend

For a movie each expert makes a prediction
good or bad

Notionofuregret
Cudative Loss of expert i L Lt i Te

but expert ienEfLlft.isLt

of alg A II LILI.tt
Regret Rt Left.LI i.IE 744 t

Realizable care or the case with the perfect expert

Loss O 1 loss Binary dauification

Want an algorithm with the smallest of mistakes

To judge an algorithm A we are the max of



mistakes done before Zeroing in on the perfectexpert

Macc max 1mistakes A C I
T X Xptrue concept

for some T offer which there are
no mistakes

For a concept does Y
Ma f Igf

Macc

Halving algorithm

Have a Act of active experts
Alg A prediction majority vote

In case of mistake remove all experts Whomade a

wrong prediction from the
active set

Pseudocode Active set H C H Call eye
for te l T
Receive Xf
nyt C majority vote Heide



Observe Lt

Tf Let It
He Ec C Ht axe ye

Hfe HE

3

Mistake board

Mueang H E hogglHI

Proof On a mistake the active set is
reduced by atleast half

Hence offer bgzlH mistakes only one

element remains in the active set
this can only be the perfect expert

f target concept

Non realizable case the weighted majorityfwm

algorithm



Suppose there is no perfect expert for the
true concept is not in the hypothesis set

WM maintain a weight for each expert

On a mistake an expert with erroneous prediction

gets his weight reduced

WM prediction majority vote but usingweights

Pseudocode

for f I N w i 13

for f I T
weightedmajorityReceive at

i it i f owti
then

predict It 13
else g predict Teo

Receive Yt



Tf yay It then
pecoD

for T l N

Tf Lt Lt wet wt i

else f Wta wt i3

3

Mistake bound for WM algorithm

Let MT be of mistakes of WM algorithm

mf 2 best expert

Let We II we i
If WM makes a mistake in road t then

Wta E It E We we

W N and there are My of mistakes after



T roads implying

wt s 3 w BIN

To lower bond Wy

For an expert i Wp PMT where

MT i ofmistakesof
expert i

WT WT i for any i

In particular Wp 13M 2 weightof bat
expert whomade

ME mistakesafter
Trounds

Confining the lower bond above with the bond in

we obtain

13mF E WT E 3 mTN

ME tog P E tog Nt mthg II
Mt hg Ep E hog N 1mF toffs



Hence my E tog Nt mfhgffs

TED

Mistake bound for WM algorithm

MT E 0 hog N t const X mistakesof butexpert

Noto No assumptions made on how the data is

generated the seepenece of data points
could be chosen in an adversarial

it B fanion

The Case of convex losses

loss function L boarded in o D
ad is convex in the first argument

Leg y
T

parameter in which Lies convex

Regret Rt EI LCH te III II Htt.is't



Recall N 3 of experts

Lt prediction of expert i in road t

je prediction of the algorithm

Exponential weighted average EWA

Pseudocode

Initialization
for i I N

s wi 153

for t l T

Receive It N

Predict It µwt iL

wt i
F i

Receive ye 4 incur loss 4 Yt

Kapdate weights for i I N pPasrapeuffed r

4 i i wt e pfTLH tD
loseof expert i



Not wtf wt expf Y L htt.is't

expf y zL Hi t
Cumlative loss of
expert i up to fine t

expf Y Lt i

the weight of expert i depends on the cumulative loss
the individual losses need not be stored

by the EWA algorithm

Regret analysis for EWA algorithm

theorem L is convex bounded in Co D

For any 430 and any Sequence Y Lt
the regret of F WA after T roads satisfies

Rt E
bqN_thg



Choosing y FN we obtain

T

Rr E N
2

Si ee Ri E Ying R E thegn
ihr

Rf 0 as T sa

intuitively the algorithm
hatches the predictiaof the
best expert at a rate

N
worry herR Of facts

Proof
Define 9e hog nwt

Let Pt denote the distribution over I N

with Pt wwt
Wti

F I

a E H I



I

hgf.E.fi
th t

log ftp.iexp YLttt.i.ttD

6g Ep exp yX
where X LCL Yt

Retail Hoeffdig's Lemma

for a r v X withwarm a EX Eb

F expltlx ul E exp t'Cb
Jensen's inequality

For a r v X with mean F Cx c

and convex function f we have

f E x E EffCX e.SE zEd2

Back to EWA regret board



Qu Ee hog Ep explyx

hog Ep exp y X Ex tyEx
apply Beffdg's
tuna to thispet

note L C C 1,0

E log exp Ff t n Ef

I I II

Y yEpfl Lei.tt

testing
y n L ftp.ltt.il.tt

th y Ll It.tt
So we have

tee It II n LE t

In I E 7 Y LCE ft



So far we have derived an upper bond on In OI
we will lower bond of OI

1 I total wart ofexpert i uptohut

log expf y Lt hog N

not

II hog ya
X e'Pth 4 i 68

rude

yiai.n.n4 i hogN ee7a.o
to win a b Ho

Cowhnig upper lower bonds

yni.hn Lt i 68N E Ia I E't yfELGI.tt
Rearranging

II VI ite EET 4 i E logit
Hence proved



Perception algorithm

Assumption 5 1 Hi Li Tai T is

linearly separable

Pseudo code

Initialization W Wo 11 usually won0

for te l T

Receive It
Predict It Sgn wide
observe Lt
Tf Fe It

Wtt Wtt Ltte
3
else we Wf

Return WTH

Recall Data linearly separable



7w't s t xiw 0 if Li I

if y

T

tutti wet Dwt paristorrectlyclarified

Dwt
0 if WE t o Y I Coo

WExeco Lee I

Xt if wIxtE0 Le Fionn

Xt tf WIIG 04ft I

To understand the update rule observe that

when WE At C O y I

we t wide 1 text
wetxe kxe.IR 7 WE t

In the other error here we have

weefxt E WI It when we'Re of
Yee l



An objective function minimized by Perception is

F w It maxlo ye wtf

wee function

since i w 7 Ye WTA
in convex

fit map in convex

Perception can be seen a a sub grad.at descent

for the objective F

Perception convergence

A Let 24 XT C Rd be a sequence of
points with Hxifler Hit I T

C2 Suppose F e o w't e Rd s t

E f Yt witty
Fy

t l T



margin

Then the number of updates of Perception when
seeing 74 It is bonded by I

e2

PI Lef J be the subset of T roads at which

there is an update S let M be the
total of updates i.e 151 M

Me e w tf Lt
11

was e H E t t H

telescopic
sun

H EfCeti we
II wie 11 assuring Wo o

g
Hwe lkHw

telescopicsun

y f
llwttytk.tl 114412



g
2GtWE t Melt

If 1124112 Since It wette fo

Me E by AI 15km

So IT E E or

µa

RmM

wa Eg Yeh Wf II
were in a linear combination of a

Subset of vectors on the dataset

these vectors Exel TEJ Can be

seen as the equivalent of support vectors

for Perception



Reading anighnett

Kernel perception figure 8 9 of
Fomc book

predict if Sgu Lsts klxs.tt

Cheek he update rate for Lf


