
 

A high level idea about the RL setting

Task Policy evaluation given a policy IT
in your favorite MDP SSP discounted etc

If we know the transition probabilities then
we know T hence Can solve

Jit Tt Jit directly

or start with some J keep applying To
Recall T J gli i LE Pij Ici JCjj

In RL setting Pig a is not known

Instead we get to see a sample path

idiotso 7 5 527 so on

T arytaction sa
sampled from so
Pss T's ÉÉDÉngIe

TTT E Pig Ici gli it j J j
I p
this ain't known but we get to see

a sample path that follows Pigle



Assure cost function is known.si a deterministicfunction

For simplicity we may assume g C in a function

of the current state current action

The goal is to solve MDP as before
but the information available is only through
the sample path

So an element of learning involved

Policy evaluation Temporal difference TD learning
Control Q learning

To find the optimal policy

Background on stochastic iterative algorithms

Ref Chapter 4 of NDP book

Deflate
an some song

Hr r where H IR IR r ER

inflation thinkof
N as the Bellman operator Tor
th f r as the value fuelin

A direct approach Start with to do run Hr



a variation to the above

Tnt l B ont p tern
T T

scheme step size o pl l perfectserved

r
at

An interesting special case

Ho r Rfa for some f Rn

ppg
Then Hr r E Pf r7 0

IttefaqNCOI
Tnt Y B int p rn Pf rn

Yr ray rn P Pf rn
Gradient descent

algorithm

Remark If II
Pfm 4 stomanigan

algorithm
and His continuous at it

then Hit p

Effort we assured Hr is perfectly observable Hr

Now we consider a setting where H is not

precisely known
Algo observes Drew
as one observation

Black
box Hrt

zero mean noise
e s W N10,1



8 1

Stochastic

native
t 1 B rant Pfterntwa CA

algorithm noisyYservtion Arm
simplicity assume E wi 0 Elise wigigid

independent 4 identicallydistributed

a in a stochastic iterative scheme

Want Nm it with probability w.p I

as m qq.IE tsane as
almostsurely

We shall identify conditions on Cars

i H e g contraction

Ii step sizes e g constantBordinining
BE kn

Cii noise win e g Ew O Ew a

w 3 iid

so that we can infer Nant n't w.pl as use

An application Mean estimation

Coneider a random variable v.v X with meany
finite variance say r

Suppose we are given iid samples X Xm



Let rm be the estimate of M

sample rm tm Ey Xtmean

runs Eia
t.E.tn I Xm

Venti My Um
t Xm iterative scheme

for updatingsample
mean

Tmt Mmt I Xm Nm

Pint Tnt Pm Xm Vm

Tw
where Put

xx resembles the Sto i ter algo x

What does stray law of large numbers say about'm

rm M a s as men

with stepsize Patty



Vint rmt Pm Xm Vm

Rmt Pm M rm Xmm

Vma L Ba rmt Pm Mt Xmm
Er Im

Fwm O E wise Manta m

So HH is really a sto iterative algorithm

And we get rm 2 M a s as me

The theory of Sto iter algo that we shall develop

ensures rms M a s as man for
more general stepsizes that satisfy

Epee Epicsm m
e g But

Question Why do we need these conditions



On step size requiremats

It Cl B rat Pfterntwn

rm m t Pml Ém
Suppose Wi is independent of rm Hm

has variance 02

Variance of time
var yet

t't

if X
Y
indeputt

VarCXId
Vox

Var Vma

Var C pm rmt Pm thrift pivarlum
Var C pm rmt Pm thrift pin

pit papists
diminishing

Baton stepsize
Now if Pm P Hm then

Var rm 1332

So fixing p 0 rm 7 for any at



So the step size has to vanish asymptotically

But Pm cannot go down too fast

Pmt rm t B Arm um rm

geisha
I rm role Ej Beltre retwel

sun of incrents

so if Hr retweet I C and

it Estee th

É
Irm Vol is bounded above É

rm is within a certain radius of ro

problematic if it lies outside the

radius

So we need Be D

e

Be 0 Paso as to
Bt Ee



Notions of convergence of runs
Check a textbook on probability

for a detailed introduction

I Almost sure or weep I convergence
e g Grimmett Stirzakerish
or Hajek't book

Xml Xr v s defined on some probspace 2,7 P

Xm X a s or X X w p as men

it p w him Xmlw Xiu 1
me

e g SLLN

I convergence in probability

Xmp X it tianya.FI xCf7
o

esoPCIXmXI E

e g HLLN

It L convergence MSE convergence

Xm X if E Xm X o a man

I convergence in distribution

Xm X if Effxm Ef x asma

H bdd continuous f
Geck textbook for equivalent definitions e g CLT



fo g

Note a s iii 1

In this course we provide a S Convergence

guarantees for the popular Rl algorithms e.g
TD learning 4 Q learning

A crash course in selected topi's in prob

Def A collection 7 of subsetof 2

is a r field if
a Off 7 b A Az E7 Aiff cont

c AEF AEF complentation

Deff A probability measure P on

XEx3 He
2,7 is a function Icopletin

Bord field
P 7 Lo I satisfying

CoD
PCs I

p XfCo s
UXECED

A Az disjoint i.e Ainajd
Tej

then P Ai YE PCA



ay standard probability textbook 6,2
e.g Grimmett Stirzaker A A

Prob random processes

r field generated by a v.v X denoted by x

r X is the smallest o field containing all sets

of the form XE 3 1 w XCw 23
1

Take all such
sets add couplets

YjÉÉÉÉÉÉÉ D couture unions set
rCX

Given rex ECT r x ie denoted by ECT X

Extend r X to the o field generated

by a collection of v v s Xi Xm
denote it by o X Xm

Also E Y X Xa ELY X Xm

Filtration increasing sequence of o fields
e g 7 0 X 72 01 1 X2 and so on

7 E 72 73 7k is filtration



7k X Xk filtration

Critic is a martingale if

E Xke 7k Xk Hk

ok If El Xke 7 7 0 then Xk.tk is a

martingale difference sequence

H Xk are not necessarily i i d

Lecture 19 TD o introduction TD temporaldifference

To see martingale difference contraction mopping etc

in a stoc iter algo in Rl context

Let's look at TD o learning

Fix policy it Consider a discoated MDP

Also assume single stage cost gli TliD tis

indep of next state punknor

H 5 i gli Ili 2 P.gl iDJ j action E

sale Tini
Want to solve Jli 5 i Hi 6

no noise It Cik Ici By 715 71 7,17



Sto iter algo for solving A
For it 181 update asfollows 15mg I

Teli Ici Bal gli Ici 125 15 ICD
T

T T in a state observed

along the sample path i.e

too ÉÉS in state i take action Ili
we transition to T
T follows Pig Ici

Juli Ici pt gli Ici 2 Epiglottis 5 Ili

gli it i 12 JCT

gli Ili L EPightliDICj
j

M
added 4 subtracted this

i I C Be HT i Ili Walid

where we i is the quality in flower braces

Is at Cisse
dependent No

In the absence of noise term we lit it can be

shown under reasonable onumptions that

Jt F Jt
where I H Jit



What conditions of Wali would ensure

the above convergence

Let It 0 Jo Jt Wo We

E Wifi 7 O E conditionally zeromean

we shall get back to TD o later

Coming next

Sto ter algo Ime Ci racist pm Mali Wali
ranch

Assumptions necessary to ensure convergenceof A

H in a contraction mopping wrt max norm

Fancy s.t Art y't

El um i 7m o conditionally zero

Ef walli Fm E bonded

E Pme Epica
Under 1002 30 we have rm y y't a s as Max



Convergence of stochastic iterative algorithms
Ref Sec 4.3 of NDP book

rme.ci 1 pm racistBm Huli way 0
is l n

It helps to look at per component update because
RC applications would estimate the value function

say Jalil with start state i wig an iterate

of the form Nme i

The underlying o field is

7m o roti Tuli woli Wanli
i l n

Kenya to tie m

Assumptions
Conditions on noise factorsfwm

conditionally

CAD Hi and Hm Cil E wii 7m É

Gi Ef wifi 7m E At Bllrmll forson
ABM ome

bond on the conditional variance



Note for mean estimation example

was iid indep of km bounded variance

So E fwm 7m Elam OKIE.ru
ECHO

E W 7m E wi E const

site Var wa is bonded

i e B o in Al parted

A c condition on H

Define weighted norm

we saw a

Holly mg Ii exampleofsucha
norm in Ssp

If i I Hi then we get the max norm see
discounted

MDP

Assure H is a weighted max norm pseudo contraction

i e F a positive sci 51ns ad
a constant B f 0,1 s t

A T 11hr all I pllr Alls trek

HreD I I p my trip in



Recall full contraction if
11 Hr Milles E RH r r Hg

Claim w o proof H Nit r't f r't is'Temique
fixed point

A fall contraction is trivially a pseudo contraction

Connection to MDPs

In a SSP with all proper policies
the Bellman operator is a contraction

In a discoated MDP with bounded singlestagecost

the Bellman operator is a contraction

CAD Step size conditions

Pm a Epic

Theorem 1 Convergence of Sto iter algo

Assume CAD CAD CAD For rm updated

wring Eq we have
pm r't a s as m 3



A rough intuitive argument

Take a
very special case where

H 0 0 i e r't e O H is contraction
with nodules 13

Wm D Hm

rm fi Hrmci

Suppose the initial point lrocill EC

Vm would Converge fo zero

r

2pe to
2 2C 3

In the Sto iler algo Eg

Vm Ci f pm rmCiJt Pm HrmCiltwacis
7

noise

Because of noise the shrinkage is not immediate

but the iterate rn get into smaller smaller box
as the algorithm proceeds



rgence result under monotonicity

Motivation SSP where Fat least one properpolicy
improper policies have infinite cost uch Ssps
the Bellman operation is not contractive

but we still have monotonicity

Instead of A2 assume the following

A2 i H is monotone gin re r Mrs Ho
Hr r

ni F y't sit Not r it is unique

Ciii e vector of all onex eek

870

Hr Se f teCr Se EHertfelenrtse

Theorem 2 Assume CAD A2 CAD
consider the sto ster algo that updates rm wig Eq

Suppose Vm is bounded w.p I ie Sump Irmli so

Then Nm 7 A a s as mys



Note Ch like Them I for the monotone case

we require the iterate rm to satisfy a

boundedness requirement

A sufficient condition to ensure boundednessof theiterates

The conditions are

i until Satisfies Al

ii pm satisfies A2 Pme Ep

in Fa positive vectors a Pt CoD at

a scalar D O S t

Hrm I Plumb TD Hm

Under i Gi Ciii rm is bonded w.p 1
gump Incites

Remark Pf H is a pseudo contraction Men

11hr11 11 Arm 2 0 11 e 11hr.ir lstllsty

E P Arm rill All
E B Army 1 13111 11 constants



m

So a pseudo contractive h satisfies conditidiid
hence the iterate is bonded in the

pseudo contractive case

Summary
Ear converges

My Monotone
His Contractive

t iterate bonded

Defificane

981 18ft eat
but no

proper

policy
exists

Statheres It
southac L
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but no state with
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