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Abstract—We propose, for the first time, a reinforcement learn-
ing (RL) algorithm with function approximation for traffic signal
control. Our algorithm incorporates state-action features and is
easily implementable in high-dimensional settings. Prior work,
e.g., the work of Abdulhai et al., on the application of RL to
traffic signal control requires full-state representations and can-
not be implemented, even in moderate-sized road networks, be-
cause the computational complexity exponentially grows in the
numbers of lanes and junctions. We tackle this problem of the
curse of dimensionality by effectively using feature-based state
representations that use a broad characterization of the level
of congestion as low, medium, or high. One advantage of our
algorithm is that, unlike prior work based on RL, it does not
require precise information on queue lengths and elapsed times
at each lane but instead works with the aforementioned described
features. The number of features that our algorithm requires is
linear to the number of signaled lanes, thereby leading to several
orders of magnitude reduction in the computational complexity.
We perform implementations of our algorithm on various settings
and show performance comparisons with other algorithms in the
literature, including the works of Abdulhai et al. and Cools et al.,
as well as the fixed-timing and the longest queue algorithms. For
comparison, we also develop an RL algorithm that uses full-state
representation and incorporates prioritization of traffic, unlike the
work of Abdulhai et al. We observe that our algorithm outper-
forms all the other algorithms on all the road network settings that
we consider.

Index Terms—Q-learning with full-state representation (QTLC-
FS), Q-learning with function approximation (QTLC-FA), rein-
forcement learning (RL), traffic signal control.

I. INTRODUCTION

W ITH increasing traffic in urban areas and limitations of
road infrastructure, any attempt to improve the traffic

flow of the system would involve an intelligent design of traffic
signal timing for the junctions. The traffic junctions play a
very important role in determining the congestion state of the
road network. Many traffic junctions worldwide currently use
fixed signal timings, i.e., they periodically cycle through the
sign configurations in a round-robin manner. Although such a
strategy is easy to implement, it does not consider the actual
traffic conditions and may result in more congestion. In this
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paper, we study the use of a reinforcement learning (RL)-based
traffic control system. The objective is to maximize traffic flow
by performing adaptive control of traffic lights at intersections.
Sensors, which are placed along the lanes that lead to a junction,
periodically convey the traffic information to a controller or
agent at the junction, which then decides on the signal timings.

In some body of work on adaptive traffic control, the usage
of neural network (NN)-based controllers is recommended. For
instance, in [3], simultaneous perturbation stochastic approx-
imation (SPSA)-based gradient estimates are used in an NN
feedback controller to optimize system performance. The idea
is to develop a function that takes in current traffic informa-
tion and outputs the signal timings. This function is approx-
imated through an NN. In [4] and [5], the aforementioned
NN-SPSA algorithm was studied through simulations on the
mid-Manhattan, New York City, network, and it was found to
give a 10% reduction in the vehicle waiting times compared to
the previously used strategy employed. In [6], a NN-based traf-
fic signal control approach in a multiagent system is presented
and compared against an existing traffic control algorithm, and
an SPSA-NN multiagent traffic control method is developed.

In some other work, [7] discusses a 0–1 mixed-integer linear
programming formulation of the traffic signal control problem.
A distributed-multiagent-based approach for traffic signal con-
trol is presented in [8]. In [9] and [10], the traffic management
problem is formulated as an optimization problem and genetic
algorithms are used to solve this problem. Genetic algorithms
provide a heuristic optimization technique for such problems. In
[11], a Markov decision process (MDP) framework for adaptive
control of traffic lights is considered. However, to directly be
applicable, we require complete information on the transition
probabilities of the system, which is often not available. In
[12], a commercial software package (TRANSYT) that uses a
static optimization technique is designed to generate the signal
timings offline based on the traffic conditions measured at
different periods of the day. This technique is, however, not
adaptive. In [13], the authors propose the SCOOT method,
where inductive sensors are used to collect cyclic flow profiles
(CFPs) and relay the same to the central SCOOT optimizer.
The CFPs are then used to estimate the queues, particularly
to calculate the effect of alterations in the predicted signal
timings. The SCOOT optimizer then makes many split and
offset alterations to coordinate the traffic flows. In [14], an
RL algorithm for the case of nonstationary traffic conditions
in a decentralized framework is presented. In [15], an adaptive
dynamic programming technique for traffic signal control is
presented. A controller at each intersection adjusts its signal
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timing based on traffic information and the performance in the
neighboring intersections.

In [1], Q-learning with lookup table representation has been
applied to traffic light control (TLC) on a single junction.
The case of a road network with multiple junctions has not
been considered. Furthermore, the algorithm in [1] has been
developed for the case when all the lanes are given equal
priority for switching lights. Full-state representations cannot
directly be used in the case of road networks with multiple
traffic junctions because of the exponential blowup in the
computational requirements as the number of junctions and,
thereby, the cardinalities of the state and action spaces increase.
In [2], a TLC method, i.e., self-organizing traffic lights (SOTL),
is presented, which switches a lane to green if the elapsed
time since the signal turned red on that lane crosses a certain
threshold, provided that the number of vehicles on the lane is
above another threshold. Thus, although queue lengths on the
signaled lanes of the network are not directly considered in
deciding the sign configuration, an estimate of the congestion
level is used.

In this paper, we use an RL-based algorithm (see [16] and
[17]) to solve the traffic signal control problem. The reason for
using this approach is that RL allows for learning the optimal
strategy for signal timing without assuming any model of the
system. The benefits of using RL are twofold. First, it is model-
free, i.e., it learns and adapts the policy through interaction with
the environment. RL algorithms are online, incremental, and
easy to implement. Second, on high-dimensional state–action
spaces, function approximation techniques in RL can be used
to achieve computational efficiency. Q-learning [18] is an im-
portant and well-studied RL algorithm that is efficient and is
known to converge to the optimal policy. In this paper, we
develop a Q-learning-based TLC algorithm that incorporates
function approximation. Such an algorithm has been applied
for the first time in traffic signal control. Among its many
advantages, it is shown to easily be implementable on a range
of high-dimensional network settings and gives far superior
performance compared with other related algorithms in the
literature. We compare the performance of our algorithm with
a range of algorithms that assign a certain (fixed) traffic light
duration to the various sign configurations. In addition, we com-
pare the performance of our algorithm with an algorithm that
switches traffic lights to green for lanes with the longest queue.
We also show performance comparisons of our algorithm with
the algorithms in [1] and [2]. Furthermore, we develop another
algorithm along the lines of [1] that requires full-state informa-
tion and compare the performance of our algorithm with this
new algorithm.

We now describe comparisons of this paper with prior
work in the literature. The algorithm in [1], despite being a
Q-learning algorithm, requires full-state representations and
cannot be implemented even on road networks of moderate
size. Indeed, the implementation of this algorithm has been
shown in [1] only for the case of a single-junction road network.
On the other hand, we use function approximation, and hence,
our algorithm is found to easily be implementable on larger
road networks such as a 3 × 3-grid and an eight-junction
corridor. We observe that, on a 3 × 3 grid, the cardinality of

the state–action space is nearly 10101, whereas the number of
features that our algorithm requires is only about 200. Thus,
algorithms such as in [1] are not implementable on such road
networks, whereas our algorithm is found to easily be imple-
mentable and gives fast convergence. Although the algorithm
in [2] also requires information on the level of congestion
and elapsed times on the various lanes, it is not based on
RL, unlike our algorithm. Hence, the algorithm in [2] does
not have the advantage of an RL-based algorithm, because it
does not adaptively update its policy using information from
interactions with the environment. The state–action features
that we incorporate require information on whether the level
of congestion on any given lane is low, medium, or high and
whether the elapsed time is below or above a threshold.

For comparison, we further develop another RL algorithm
that requires full-state representations and, unlike [1], incorpo-
rates prioritization in its cost objective. This case is because
our experimental settings are based on scenarios in which
the volume of traffic on the main road is significantly higher
compared to the side roads. Hence, to give higher priority to
main-road traffic, we develop a variant of the algorithm in [1]
that assigns a higher cost to traffic on the main roads than on the
side roads. We implemented this aforementioned algorithm and
the algorithms proposed in [1] only on a two-junction corridor
setting, because these algorithms could not be implemented
on larger road networks due to the exponential increase in
the aforementioned computational complexity. However, we
found that, even on a two-junction corridor, our algorithm with
function approximation outperformed both algorithms.

Next, unlike [9], [19], and [20], Q-learning in the case of full-
state representation can be shown to converge to an optimal
policy. The same under function approximation converges to
an approximately optimal policy under some conditions; see
[21]. Although we also assume that the underlying process is
an MDP, unlike [11], we do not require information on the
transition probabilities of the system, which are hard to obtain
in any (real) system. On the other hand, our algorithm directly
works with observed data in terms of the level of congestion
and elapsed times on the signaled lanes of the road network.
Furthermore, unlike [1] that considers only a single-junction
scenario, we develop and apply our algorithm on road networks
with multiple junctions. As aforementioned, we propose and
apply Q-learning with function approximation in the case of
larger road networks, where full-state representations cannot be
used because of the curse of dimensionality.

A. Our Contributions

Our contributions are listed as follows.

• We consider the problem of adaptive signal control of
traffic lights at junctions and develop a Q-learning algo-
rithm with feature-based state–action representations and
function approximation. To the best of our knowledge, RL
with function approximation for traffic signal control has
been proposed here for the first time in the literature.

• For comparison, we also develop a Q-learning-based TLC
algorithm that uses full-state representations. Unlike [1],
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we incorporate prioritization of traffic in the cost function
for this algorithm.

• We study the performance of our function-approximation-
based RL algorithm on the following road network set-
tings: 1) a two-junction corridor; 2) a 2 × 2 grid network;
3) a 3 × 3 grid network; and 4) an eight-junction corridor.
We compare the performance of our algorithm with vari-
ous existing TLC algorithms—fixed timing, longest queue
(LTLC), and SOTL from [2]—as well as the Q-learning-
based TLC algorithms that use full-state representations,
i.e., the algorithm that we develop for prioritized traffic
and the algorithm based on [1]. Our algorithm is shown
to easily be implementable over all network settings, con-
verges fast, and consistently outperforms all the other TLC
algorithms considered.

We implement our algorithms on an open-source Java-based
software, i.e., Green Light District (GLD) [22]. The other TLC
algorithms with which we compare the performance of our
algorithm were also implemented in GLD.

The rest of this paper is organized as follows. In Section II,
we describe in detail the traffic signal control problem formu-
lation using the MDP framework. To put things in perspective,
we first present in Section III the Q-learning algorithm based
on full-state representation for prioritized traffic, which we
develop for comparison. Next, in Section IV, we present
our Q-learning algorithm with function approximation. In
Section V, we discuss the implementation of the various TLC
algorithms and present the performance simulation results.
Finally, in Section VI, we provide the concluding remarks.

II. TRAFFIC CONTROL PROBLEM

We consider the problem of finding an optimal schedule
for the sign configurations at traffic junctions with the aim of
maximizing traffic flow. The signals associated with a phase,
i.e., signals that can simultaneously be switched to green form
a sign configuration.

We formulate the traffic signal control problem in the MDP
framework and assume that control decisions are made by
a centralized controller. For a network of traffic junctions,
centralized control has been considered, e.g., in [23]. An MDP
formulation requires the characterization of states, actions,
costs, and the objective criterion. We explain the basic MDP
framework as follows.

A. MDP Framework

A stochastic process {Xn} that takes values in a set S
is called an MDP if its evolution is governed by a control-
valued sequence {Zn} so that the following controlled Markov
property is satisfied:

Pr(Xn+1 = j|Xn = i, Zn = a,Xn−1 = in−1,

Zn−1 = an−1, . . . , X0 = i0, Z0 = a0) = p(i, j, a) (1)

for any i0, . . . , in−1, i, j, a0, . . . , an−1, a, in appropriate sets.
We assume here that, if Xn = i for any n, the set of feasible

actions or controls is A(i). Thus, in (1), a ∈ A(i), an−1 ∈
A(in−1), and so on. Let A = ∪i∈SA(i) denote the control space
(i.e., the set of all controls). We assume that both S and A are
finite sets. Depending on the current system state, the decision
maker or controller picks a control in a way to minimize a
long-term cost. We consider the infinite-horizon discounted-
cost criterion for this purpose. Let k(i, a) denote the single-
stage cost incurred when the system is in state i and action a ∈
A(i) is chosen. Furthermore, when the state is i and action a is
chosen, the next state is j, with a probability of p(i, j, a). These
probabilities satisfy p(i, j, a) ∈ [0, 1], ∀i, j ∈ S, a ∈ A(i) and
that

∑
j∈S p(i, j, a) = 1, for any given i ∈ S and a ∈ A(i). Let

γ ∈ (0, 1) denote the discount factor.
A sequence of functions π = {μ1, μ2, . . .}, with each μn :

S → A, n ≥ 1, is said to be an admissible policy if μn(i) ∈
A(i), ∀i ∈ S. This condition corresponds to the choice of con-
trol Zn = μn(Xn), ∀n. Let Π denote the set of all admissible
policies. An admissible policy π = {μ1, μ2, . . .} with each
μn = μ, n ≥ 1 is said to be a stationary deterministic policy
(SDP). By a common abuse of notation, we simply refer to μ as
an SDP.

For a given admissible policy π ∈ Π, the value function V π :
S → R is defined by

V π(i) = E

[ ∞∑
m=0

γmk (Xm, μm(Xm)) |X0 = i

]
(2)

for all i ∈ S. Then, the aim is to find an optimal policy π∗

that gives the optimal value function V ∗ : S → R, which is
defined by

V ∗(i) = min
π∈Π

V π(i). (3)

It is well known (see [24]) that an SDP achieves the optimal
policy, i.e., the policy that corresponds to the optimal value
V ∗(i), ∀i ∈ S. Furthermore, the optimal value function V ∗(·)
satisfies the Bellman equation of optimality as

V ∗(i) = min
a∈A(i)

⎛
⎝k(i, a) + γ

∑
j∈S

p(i, j, a)V ∗(j)

⎞
⎠ (4)

for all i ∈ S.
To solve (4), we require knowledge of the transition proba-

bilities p(i, j, a). Moreover, the number of states (i.e., the car-
dinality of S) can be very large such that solving (4) becomes
computationally infeasible. The QTLC-FS that we describe in
Section III tackles the first problem alone (not the second),
whereas the Q-learning algorithm with function approxima-
tion that we subsequently present in Section IV tackles both
problems, i.e., the lack of model information and the curse of
dimensionality.

B. Traffic Control Problem as an MDP

We consider a road network with m junctions, m > 1. Each
junction has multiple crossroads, with each road having j lanes.
Our algorithms require a description of states, actions, and
costs. The state is the vector of queue lengths and the elapsed
times. The elapsed time on a lane is the time since the signal



L. A. AND BHATNAGAR: RL WITH FUNCTION APPROXIMATION FOR TRAFFIC SIGNAL CONTROL 415

turned red on that lane. This quantity is zero for lanes on which
the signal is green. Control decisions are made by a centralized
controller that receives the state information from the various
lanes and makes decision on which traffic lights to switch
green during a cycle. This decision is then relayed back to the
individual junctions. We assume no propagation and feedback
delays for simplicity. The elapsed time counter for a lane with
a green signal stays at zero until the time that the signal turns
red. For a network with a total of N signaled lanes, the state at
time n is

sn = (q1(n), . . . , qN (n), t1(n), . . . , tN (n))T

where qi(n) is the queue length on lane i at time n, and ti(n) is
the elapsed time for the red signal on lane i at time n.

The actions an comprise the sign configuration (which
is a feasible combination of traffic lights to switch) in the
m junctions of the road network and have the form an =
(a1(n), . . . , am(n))T , where ai(n) is the sign configuration at
junction i in time slot n. We consider only sign configurations
that are feasible in the action set and not all possible red–green
combinations of traffic lights (which would exponentially grow
with the number of traffic lights). Thus, the action set A(sn) =
{feasible sign configurations in state sn}.

The cost function here has two components. The first com-
ponent is the sum of the queue lengths of the individual lanes,
and the second component is the sum of the elapsed times on all
lanes. The idea here is to regulate the flow of traffic to minimize
the queue lengths while, at the same time, ensuring fairness so
that no lane suffers from being red for a long duration. Lanes
on the main road are given higher priority over other lanes. We
achieve the prioritization of main-road traffic as follows. Let
Ip denote the set of indexes of lanes whose traffic should be
given higher priority. Then, the single-stage cost k(sn, an) has
the form

k(sn, an) = r1 ∗

⎛
⎝∑

i∈Ip

r2 ∗ qi(n) +
∑
i/∈Ip

s2 ∗ qi(n)

⎞
⎠

+ s1 ∗

⎛
⎝∑

i∈Ip

r2 ∗ ti(n) +
∑
i/∈Ip

s2 ∗ ti(n)

⎞
⎠ (5)

where ri, si ≥ 0, and ri + si = 1, i = 1, 2. Furthermore, r2 >
s2. Thus, lanes in Ip are assigned a higher cost, and hence, a
cost-optimizing strategy must assign a higher priority to these
lanes to minimize the overall cost.

As aforementioned, we consider the infinite-horizon
discounted-cost framework. The discount factor γ plays a
crucial role, because a lower γ serves to discount the future
costs more, thereby putting less emphasis on these costs,
as opposed to a higher value of γ. We let γ = 0.9 in our
experiments.

For ease of exposition and to put things in perspective, we
first present in Section III a Q-learning algorithm based on full-
state representations that we develop for the case of prioritized
traffic. Next, in Section IV, we present for the first time in

the literature our Q-learning-based TLC algorithm, which in-
corporates function approximation and is shown to easily be
implementable on high-dimensional settings and to outperform
other well-known TLC algorithms.

III. Q-LEARNING WITH FULL-STATE REPRESENTATION

The idea in RL is that, to solve (4), we run a stochastic
iterative algorithm using observations obtained from online
samples. It is then shown, using the theory of stochastic ap-
proximation, that the algorithm asymptotically converges to
an optimal value function and policy tuple. An important RL
algorithm goes by the name Q-learning [18]. Here, we define
Q-values Q(i, a), i ∈ S, and a ∈ A(i) as follows:

Q(i, a) =

⎛
⎝k(i, a) + γ

∑
j∈S

p(i, j, a)V ∗(j)

⎞
⎠ . (6)

Based on (4), it is easy to see that

V ∗(i) = min
a∈A(i)

Q(i, a). (7)

Based on (7) and (6), we obtain the following form of the
Bellman equation of optimality, which is also oftentimes called
the Q-Bellman equation:

Q(i, a) =

⎛
⎝k(i, a) + γ

∑
j∈S

p(i, j, a) min
b∈A(j)

Q(j, b)

⎞
⎠ . (8)

Although, in (4), the minimization is immediately to the
right of the equality, in (8), the same gets pushed inside the
summation on the right. The reason for this approach is that
we are no longer looking at just state values but at values of
state–action tuples. We obtain, as a result, the following online
incremental update stochastic (Q-learning) algorithm:

Qn+1(i, a)=Qn(i, a)+a(n)

×
(
k(i, a)+γ min

b∈A(ηn(i,a))
Qn (ηn(i, a), b)−Qn(i, a)

)
. (9)

We can start this algorithm by arbitrarily initializing values
of all Q0(i, a), and a simple choice is to set them all to zero.
In the aforementioned, ηn(i, a), n ≥ 0, are independent and
identically distributed (i.i.d.) random variables that have the dis-
tribution p(i, ·, a), i.e., ηn(i, a) = j with probability p(i, j, a).
In addition, a(n), n ≥ 0 are (positive) step sizes that satisfy the
following conditions:∑

n

a(n) = ∞
∑

n

a(n)2 < ∞. (10)

The aforementioned first condition ensures that the algorithm
does not prematurely converge, whereas the second condition
ensures that the noise in the algorithm asymptotically vanishes.
Most often, as we do in our experiments, the step sizes are
simply chosen to be a(n) = 1/n, n ≥ 1. The convergence
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of this algorithm has been analyzed in [18] and [25]. Upon
convergence, we obtain the optimal Q-value function and,
hence, the optimal policy as well.

This algorithm requires a full-state representation as it up-
dates over all feasible state–action tuples. It addresses the case
when the system model is not known; however, the state and
action spaces are manageable. Q-learning finds the optimal
policy, even without knowledge of the transition probabilities of
the underlying MDP. It does so by iteratively updating Q(s, a)
using (9) to obtain the optimal sign configuration policy.

We refer to the Q-learning algorithm with full state represen-
tation when applied to our setting as the QTLC-FS algorithm.

IV. Q-LEARNING WITH FUNCTION APPROXIMATION

The QTLC-FS algorithm runs an incremental stochastic al-
gorithm (9) to obtain the optimal sign configuration policy.
However, this approach requires a lookup table to store the
Q-values for every possible (s, a)-tuple. Although this con-
dition is useful in small state and action spaces, it becomes
computationally expensive for larger road networks that involve
multiple junctions. For instance, in the case of a small road
network (e.g., a two-junction corridor) with ten signaled lanes,
with each lane accommodating 20 vehicles, the number of
state–action tuples (and, hence, the size of the Q(s, a) lookup
table) is on the order of 1014. This condition leads to an ex-
traordinary computation time and space, because lookup table
representation requires much memory, and second, the lookup
and update operation of Q(s, a) for any (s, a) tuple is expensive
because of the number of (s, a)-tuples. For instance, in the case
of the aforementioned ten-lane example, (9) would correspond
to a system of 1014 equations needed to update Qn(i, a) for
each feasible (i, a)-tuple once. The situation is aggravated
when we consider larger road networks such as a grid or a
corridor with several junctions, because the sizes of the state
and action spaces exponentially blow up. It is precisely for this
reason that the Q-learning algorithm proposed in [1] is not even
implementable on medium- and large-sized road networks.
To alleviate this problem of the curse of dimensionality, we
incorporate feature-based methods. These methods handle the
aforementioned problem by making computational complexity
manageable. An introduction to feature-based methods is given
in the following section before we describe our Q-learning-
based TLC algorithm, which uses function approximation.

A. Feature-Based Representations

Note that the Bellman equation for optimality (4) requires
solving a system of equations in |S| variables. Similarly, a
solution to the Q-Bellman equation (8) requires solving a
system of equations in |S × A(S)| unknowns. Here, S × A(S)
denotes the set of all feasible state–action tuples. As previously
noted, the number of variables in these equations is of a large
order, even for road networks of small sizes. Thus, algorithms
that require full-state representations, e.g., QTLC-FS or the
algorithm in [1], are not even implementable on reasonably
sized road networks. This case is the prime reason for resorting
to function-based approximations.

In the setting of Q-learning with function-based approxima-
tion, the idea is to approximate the Q-value function Q(s,a) as

Q(s, a) ≈ θT σs,a (11)

where σs,a is a d-dimensional feature (column) vector that
corresponds to the state–action tuple (s, a), with s ∈ S, and
a ∈ A(s). The dimension d is significantly less compared to
the cardinality of the set of feasible state–action tuples (s, a).
Here, θ is a tunable parameter whose dimension is the same as
in σs,a.

Let Φ denote a matrix with rows σT
s,a, s ∈ S, a ∈ A(s). The

number of rows of this matrix is thus |S × A(S)|, whereas the
number of columns is d. Let

σs,a = (σs,a(1), . . . , σs,a(d))T .

Then, Φ = (Φ(i), i = 1, . . . , d), where Φ(i) is the column
vector and that is defined by

Φ(i) = (σs,a(i), s ∈ S, a ∈ A(s))T , i = 1, . . . , d.

Let θ = (θ1, . . . , θd)T . Then

Q ≈
d∑

i=1

Φ(i)θi, or alternatively, Q ≈ Φθ

where Q = [Q(s, a), s ∈ S, a ∈ A(s)]T is the vector of the
Q-values Q(s, a) over all feasible (s, a) tuples. In other words,
Q is approximated using Φθ. Note that the gradient of the
approximate Q-value function with regard to θ is

∇θQ(s, a) ≈ σs,a.

The Q-learning algorithm with function approximation that
we present in (12) is shown to perform a gradient search in Rd.

A routine requirement used to prove the convergence of
function-approximation-based algorithms is that the columns
Φ(i), i = 1, . . . , d of the feature matrix Φ are linearly indepen-
dent. We expect this requirement to hold good in our setting,
because the size of the state–action space is very large, and in
comparison, the dimension (d) of the feature vector is small.
For instance, in a 3 × 3 grid setting, whereas the size of the
state–action space is on the order of 10101, the size of d is only
about 200.

B. QTLC-FA

We now describe the Q-learning-based TLC algorithm with
function approximation (QTLC-FA). Although the QTLC-FS
algorithm as such requires complete state information and
is computationally less efficient, its function-approximation-
based variant parameterizes the value function and requires
significantly less computation in terms of space and time
requirements while giving good performance. The QTLC-FA
algorithm, which is a variant of the QTLC-FS algorithm, up-
dates the parameter θ, which is a d-dimensional quantity. Thus,
instead of solving a system in |S × A(S)| variables, we solve
here a system in only d variables. As aforementioned, in the
case of the 3 × 3 grid road network that we consider in our
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experiments, it is shown that, although |S × A(S)| ∼ 10101,
d is only about 200. This results in significant speedup in the
computation time when feature-based representations are used.

Let sn, sn+1, denote the state at instants n and n + 1,
respectively. Let θn be the nth update of the parameter θ. The
QTLC-FA algorithm uses the following update rule:

θn+1 = θn + α(n)σsn,an

×
(

k(sn, an) + γ min
v∈A(sn+1)

θT
n σsn+1,v − θT

n σsn,an

)
(12)

where θ0 is arbitrarily set. In (12), the action an is chosen in
state sn according to an = arg minv∈A(sn) θT

n σsn,v .
Although the algorithm (12) updates the parameter θ ∈ Rd,

this approach results in updating the projected Q-value func-
tions, i.e., those that are obtained according to Q ≈ Φθ. Note
that the set {Φθ|θ ∈ Rd} forms a subspace of the set of all
functions on |S × A(S)| (i.e., the original Q-value functions).

The features are chosen based on the queue lengths and
elapsed times of each signaled lane of the road network. In
particular, we select features σsn,an

to have the following form:

σsn,an
=

(
σq1(n), . . . , σqN (n), σt1(n), . . . , σtN (n)

σa1(n), . . . , σam(n)

)T

where

σqi(n) =

⎧⎨
⎩

0, if qi(n) < L1
0.5, if L1 ≤ qi(n) ≤ L2
1, if qi(n) > L2

σti(n) =
{

0, if ti(n) ≤ T1
1, if ti(n) > T1.

(13)

Furthermore, σa1(n), . . . , σam(n) corresponds to the actions
or sign configurations chosen at each of the m junctions. As
before, N is the total number of lanes (inclusive of all junctions)
in the network. L1 and L2 are thresholds on the queue lengths,
and T1 is a threshold on the elapsed time. Note that the
parameter θn has the same dimension as in σsn,an

. Again,
the advantage here is that, instead of updating the Q-values
for each feasible (s, a)-tuple, as before, we estimate these
Q-values according to the parameterization (11). In the case of a
fixed policy, the algorithm (12) is analogous to the well-studied
temporal-difference learning algorithm. A proof of convergence
of the algorithm (12) under some conditions is provided in [21].

One advantage of using the aforementioned features is that
we do not require full information on the queue lengths or the
elapsed times. Thresholds L1 and L2 can be marked on the
lanes and used to estimate low (less than L1), medium (between
L1 and L2), or high (above L2) traffic. Likewise, the elapsed
time can be categorized as being below the threshold (T1) or
above it. More gradations of the queue lengths and elapsed
times can also be considered. Thus, another advantage of our
QTLC-FA algorithm over the algorithm in [1] or the QTLC-
FS algorithm is that it does not require precise queue length
information. Such information is often hard to obtain, whereas
a characterization of traffic at any time as low, medium, or high
is easier.

Practical implementation of QTLC-FA would require the
placement of sensors along the lanes of the road network.
Because we require only information on whether the traffic
congestion is below threshold L1, in between thresholds L1 and
L2, or above threshold L2, we can use two loops of sensors:
one loop placed along L1 and another loop along L2. If sensors
at L1 do not detect congestion, it can be inferred that the
congestion level on that lane is “low,” i.e., below L1. If, on the
other hand, sensors at L1 detect congestion but sensors at L2
do not, then congestion can be inferred to be in the “medium”
range (i.e., above L1 but below L2). Similarly, if sensors at L2
also detect congestion, then the congestion level can be inferred
to be in the “high” range (i.e., at the level of L2 or more).
Elapsed times are usually measured by time counters placed
at signal intersections. Again, we only need information on
whether the elapsed time on a lane is above or below a threshold
T1. Information on congestion levels and elapsed times below
or above a threshold will then have to be communicated to
the central controller, which would then run the QTLC-FA
algorithm to obtain the sign configuration policy. As observed
from our experiments, QTLC-FA has a very short transient
phase and is computationally very efficient (both in time and
space complexities) and, hence, can easily be implemented to
obtain the sign configurations online in a real system. Note
that, although we do not require precise information on vehicle
count, the problem of getting precise estimates of vehicle count
is an interesting problem in itself and has independently been
addressed, e.g., in [26].

There is another advantage of placing sensors along fixed
distances (e.g., L1 and L2) from the traffic junction and using
the distance of “detected” congestion (from the junction) as
a proxy for queue length thresholds. For instance, in the case
of the traffic situation prevalent in India, i.e., highly congested
traffic with a high diversity of vehicles, getting precise queue
length information is extremely difficult. Using passenger car
units (PCUs) as a measure of queue length [23] (e.g., three
motorbikes could correspond to one PCU), we can estimate
the number of PCUs (could be a fraction) that can be ac-
commodated in a unit distance (e.g., 1 m) of the lane. That
number multiplied by L1 or L2 would roughly correspond to
the number of PCUs that can be packed in L1 or L2 m of
the lane. Thus, L1 and L2 could be used as proxies for queue
thresholds, except for a multiplication factor. The form of our
cost objective (5) is such that the multiplication factor does not
play a role because the form of the “optimal” policy obtained
would still be the same.

V. SIMULATION EXPERIMENTS

We use the GLD simulator (see [22]) for the implementation
and evaluation of our TLC algorithms. GLD allows users
to build road networks (involving lanes, junctions, and road
users), simulate traffic from various road users, and obtain
performance statistics. The crucial part is that it allows the
implementation and evaluation of traffic light algorithms. It
consists of an interface for constructing the road layouts and
a traffic simulator for conducting the experiments with existing
and new TLC algorithms.
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A. Implementation

We implement our QTLC-FA algorithm. For comparison, we
also implement the following algorithms.

• Fixed-timing TLC. This algorithm periodically cycles
through the list of feasible sign configurations while not
considering the traffic load on the lanes of the road net-
work. The cycling period in this algorithm is a tunable
parameter, and we show the results of its performance for
various cycling periods.

• SOTL [2]. This algorithm uses the elapsed times to decide
the sign configuration, i.e., the traffic light switches to
green when the elapsed time crosses a threshold, provided
that the number of vehicles crosses another threshold L.
We set L = 5 in our experiments, as has been done in [2].

• LTLC. Here, the number of road users waiting for a traffic
light to turn green is counted and used to decide on the
combination of traffic lights to be turned green in the next
time slot. In essence, LTLC attempts to switch the lane
with the highest number of waiting road users to green.

• QTLC-FS. This algorithm has been described in
Section III.

• Q-learning with no priority (QTLC-NP) [1]. This algo-
rithm has a similar update rule as QTLC-FS; however, the
cost function here is

k(sn, an) =
N∑

i=1

qi(n) +
N∑

i=1

ti(n). (14)

Thus, in particular, unlike QTLC-FS, this algorithm
does not assign a higher priority to main-road traffic.

We consider the following four different network scenarios:

1) a two-junction corridor;
2) a 2 × 2 grid network
3) a 3 × 3 grid network;
4) an eight-junction corridor.

The road networks are shown in Fig. 1, which are snapshots
obtained from the GLD software. Although we consider all
roads to be of two lanes in the two-junction corridor, we
consider all roads to be of four lanes in all the other settings.
This has been done because we could implement the QTLC-
FS and QTLC-NP algorithms only on the two-junction corridor
setting when all roads had two lanes. When the number of
lanes is increased, both algorithms could not be implemented
because of the aforementioned curse of dimensionality effect.
On the other hand, our algorithm with function approximation,
i.e., QTLC-FA, was found to easily be implementable on all the
settings that we considered. The simulations were conducted
for 5000 cycles for all algorithms. Each road user’s destination
was randomly fixed using a discrete uniform distribution to
choose one of the edge nodes.

In all the road networks, we set the spawn frequencies (the
average rate at which traffic is generated randomly in GLD) so
that the proportion of cars flowing on the main road to those
on the side roads is in the ratio of 100:5. This setting is close
to real-life traffic scenarios on many busy corridor and grid
networks and has also been used, e.g., in [2].

Fig. 1. Road networks used for our experiments. (a) Two-junction corridor,
(b) 2 × 2 grid network, (c) 3 × 3 grid network, and (d) eight-junction corridor.
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Fig. 2. Performance comparison of the TLC algorithms for the two-junction
corridor case. (a) AJWT. (b) TAR.

For both QTLC-FS and QTLC-FA, we set the weights in the
single-stage cost function k(s, a) in (5) as r1 = s1 = 0.5. We
thus give equal weight to both the queue length and elapsed
time components. Furthermore, we set r2 = 0.6 and s2 = 0.4.
This assignment gives a higher priority to the lanes on the main
road than on the side roads. The thresholds L1 and L2 were
set to 6 and 14, respectively, considering that the length of the
roads in all the road networks that we study is 20. The threshold
T1 was set to 90.

B. Results

We compare the performance of the TLC algorithms using
the average junction waiting times (AJWT) and total arrived
road users (TAR), i.e., the number of road users who have
reached their destination. The performance plots of AJWT and
TAR versus the number of cycles in all four road networks
studied are shown in Figs. 2–5.

Based on the aforementioned plots, we observe that QTLC-
FA consistently shows the best results in all the four road net-
works studied. We now discuss the performance results in more
detail. Based on the AJWT and TAR plots, we observe that
QTLC-FA performs better than the fixed-timing TLC algorithm
for all the cycling periods considered in the latter case. Using

Fig. 3. Performance comparison of the TLC algorithms for the 2 × 2 grid
network case. (a) AJWT. (b) TAR.

a broad estimate of queue lengths and elapsed times of the
signaled lanes enables the QTLC-FA algorithm to adapt the
sign configuration policy to the traffic situation, whereas fixed-
timing algorithms are unmindful of the current traffic situation,
leading to longer waiting times.

We do not show the plots of the LTLC algorithm, be-
cause it performed very poorly compared to our algorithms.
In fact, when LTLC was used, the traffic invariably entered
a deadlock situation, because the algorithm always arrived at
a sign configuration that did not allow traffic to pass across
junctions. The longest queue status of the lanes then remained
the same because of the gridlock, leaving the sign configuration
unchanged.

QTLC-FA also outperformed the SOTL algorithm [2] in
all the four road networks. Using a broad estimate of con-
gestion on the signaled lanes apart from the elapsed times,
the QTLC-FA algorithm found an approximately optimal sign
configuration policy that minimized the long-term discounted
cost, which, in essence, ensured smooth traffic flow. Although
both SOTL and QTLC-FA used a rough measure of the level
of congestion based on certain thresholds, QTLC-FA outper-
formed SOTL, because it adaptively tunes the feedback policy,
unlike SOTL.
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Fig. 4. Performance comparison of the TLC algorithms for the 3 × 3 grid
network case. (a) AJWT. (b) TAR.

As previously explained, we implemented the QTLC-FS and
QTLC-NP [1] algorithms only on the two-junction corridor,
with each road having two lanes, and not on the other networks
because of the exponential increase in computational complex-
ity in the case of networks with more lanes and junctions. On
the other hand, QTLC-FA is easily implementable on larger
network scenarios and requires much less computation. Based
on the performance plots in Fig. 2, we observe that QTLC-FA
did better than both QTLC-FS and QTLC-NP, apart from the
other TLC algorithms with which it was compared. A judicious
choice of features that take into account both the congestion
levels on the lanes of the road network and the elapsed times
to ensure that no lane waits for a long duration for its signal to
turn green resulted in an improved performance for QTLC-FA,
compared with both QTLC-FS and QTLC-NP.

Based on the AJWT plots, we observe that the transient
phase, i.e., the initial period when QTLC-FA tunes its param-
eters before stabilizing on a policy, is only a few cycles, and
hence, QTLC-FA rapidly converges to a near-optimal sign
configuration policy. In addition, QTLC-FA has the advantages
of any RL algorithm, i.e., it adapts well to traffic conditions
on different types of road networks. This case is evident in
the superior performance of QTLC-FA on all road networks

Fig. 5. Performance comparison of the TLC algorithms for the eight-junction
corridor case. (a) AJWT. (b) TAR.

considered, with no specific tuning of the QTLC-FA algorithm
done for a particular road network.

VI. CONCLUSION

Designing a road traffic management system based on wire-
less sensor networks that achieves high traffic flow rates with
minimum congestion is a challenging task. RL presents an
interesting paradigm for solving such problems. We have de-
signed and evaluated two Q-learning-based algorithms for road
traffic control on a network of junctions. Q-learning TLCs have
the advantages of model-free learning algorithms that adapt in
real time to the traffic conditions. Our Q-learning algorithm
with function approximation is proposed for the first time in the
literature for traffic signal control. Based on the performance
simulations, it is observed that our QTLC-FA algorithm con-
sistently outperforms all the other algorithms with which we
showed performance comparisons over all the network settings
considered.

Our future work would involve the application of other
efficient RL algorithms with function approximation (see [27]
and [28]) to the problem of traffic signal control. Furthermore,
we shall also consider feature adaptation schemes that would
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update the features to obtain the “best possible” features. More-
over, we shall develop RL algorithms for constrained MDPs
and adapt them to the setting of traffic signal control. Finally,
it would be interesting to incorporate the effects of driver
behavior in our framework (see [29]).
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