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1 Problem Statement

The aim of the project is to build a system that can categorize large number of videos according to
a set of complex human actions being performed. The videos feature large intra-class variations as
well as several challenges in the form of camera motion, jitter, multiple persons and low quality.

2 Input

• A set of videos of arbitrary time length and action class (from dataset)

3 Output

• Table of classification accuracy on the dataset splits

Table 1: Sample Table
Method Accuracy (Split1) Mean Accuracy over 3 Splits

• Demo to run on a given video clip

4 Dataset

• UCF-101: This dataset contains 13320 annotated videos belonging to 101 classes having 180
frames/video on average. The evaluation will be done on the three standard train/test splits
following the scheme of THUMOS challenge.

• HMDB-51: A large collection of real-world videos gathered from various sources such as web
and movies. This dataset comprises of 6766 videos across 51 classes, where each class consists
of at least 100 variable length video clips.
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