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1. Problem Statement  

Image captioning is the task of generating natural language descriptions for visual 
content. It requires understanding objects, their attributes, and relationships within an 
image, and expressing this understanding in coherent text. 

This project involves implementing and fine-tuning a vision-language model for image 
captioning using publicly available datasets. The model must learn to generate 
descriptive captions conditioned on image features and, optionally, auxiliary signals 
such as object tags or prompts. Use transformer-based architectures that support 
image-text modeling. 

2. Input 

●​ A set of images from a captioning dataset (e.g., COCO, Flickr30k) 
●​ Optional auxiliary inputs such as object tags, prompts, or bounding boxes 

3. Output 

●​ A natural language caption for each input image 
●​ Captions must be fluent, relevant, and descriptive of the image content 

4. Dataset  

Models must be initialized from publicly available pretrained checkpoints. Training from 
scratch is not required. 

Pretraining (already completed by model authors): Models pretrained on large-scale 
image-text datasets such as Conceptual Captions, LAION-400M, or Visual Genome 
may be used. Examples include BLIP, ViLT, OFA, or similar transformer-based 
architectures. 

Fine-tuning and Evaluation: Use COCO dataset for training and validation. 
Alternatively, Flickr30k or NoCaps may be used for diversity or comparative analysis. 

5. Objectives 



●​ Select a pretrained transformer-based vision-language model suitable for image 
captioning 

●​ Fine-tune the selected model on a curated captioning dataset 
●​ Evaluate caption quality using both quantitative metrics and qualitative analysis 
●​ Optionally, incorporate auxiliary inputs such as object tags or prompts to enhance 

caption generation 

6. Evaluation Metrics 

●​ BLEU, CIDEr, METEOR, ROUGE-L 
●​ Include qualitative analysis of caption relevance, fluency, and diversity. 

7. Optional Extensions 

●​ Captioning for Fashion Images 

Replace general image captioning with a focused task: generating fine-grained 
fashion descriptions for clothing items in fashion photography. This task 
emphasizes attribute-level detail (e.g., color, texture, style, garment type) and is 
highly relevant for e-commerce and visual search applications. 

Recommended Dataset: FACAD (FAshion CAptioning Dataset) 

●​ Compare performance across multiple model variants or configurations. 
●​ Visualize attention maps or intermediate representations to interpret model 

behavior. 
●​ Evaluate zero-shot captioning performance on out-of-domain images. 
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