
Quiz- II Exams; CS5011 –Machine Learning; 

Time: 55 Mins.; Total Marks: 25;  Mar. 2019. 

Answer only in the space provided below. Answer all Questions. 

Define all terms and Symbols used anywhere. Be brief and tidy. 

ROLL: ______________: Name: ______________________________ 
Q 1.    (a) Give the equation of a multi-dimensional Gaussian Function; 

Define all the symbols used.           2 + 5 = 07 

 

𝚺 − 𝒄𝒐𝒗𝒂𝒓𝒊𝒂𝒏𝒄𝒆 𝒎𝒂𝒕𝒓𝒊𝒙; 𝒅 − 𝒅𝒊𝒎𝒆𝒏𝒔𝒊𝒐𝒏; 𝑿 − 𝒅𝒂𝒕𝒂; 𝝁 − 𝒎𝒆𝒂𝒏 𝒗𝒆𝒄𝒕𝒐𝒓 

where, 𝑠𝑖𝑗  is the 𝑖, 𝑗 th component of Σ−1 (the inverse of covariance matrix 𝚺). 

(b) Find the Decision boundary for binary classification in 1-D case, under 

Bayes criteria, with identical class priors and Conditional PDF as Gaussians 

with unequal Variance (write only the main equations in derivation). 

 

 



Q 2.  In 2-D case for binary classification, find the expression of 0X , where 

the DB is defined as 
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Q 3. (a) In case of PCA, if, for data X:          2 + 3 = 05 
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Find cov(Y):  

 

 

 

 

 

 

(b) Write the expression of LDA, by defining those of Within-class scatter 

and Between-class scatter matrices. Pl. Define all symbols and terms used. 

 

 

Where within class scatter: 

 

 

Between class scatter:  

 

𝜇𝑖 − 𝑚𝑒𝑎𝑛 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑖, 𝜇 − 𝑚𝑖𝑥𝑡𝑢𝑟𝑒 𝑚𝑒𝑎𝑛, 𝑁𝑖 − 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑖𝑛𝑡𝑠 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠 𝑖; 

𝑊 − 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 𝑎𝑙𝑜𝑛𝑔 𝑤ℎ𝑖𝑐ℎ 𝑋 𝑖𝑠 𝑝𝑟𝑜𝑗𝑒𝑐𝑡𝑒𝑑 𝑖𝑛 𝑜𝑟𝑑𝑒𝑟 𝑡𝑜 𝑔𝑒𝑡 𝑚𝑎𝑥𝑖𝑚𝑢𝑚  

𝑖𝑛𝑡𝑒𝑟𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑎𝑛𝑑 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑖𝑛𝑡𝑟𝑎 𝑐𝑙𝑎𝑠𝑠 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒. 

 

 

 

 



 

Q 4. (a) Define the term GINI index; again define all variables/terms used 
2 + 3 = 05 

 

GINI INDEX: 

 

we define 𝑝𝜏𝑘 to be the proportion of data points in region 𝑅𝜏 assigned to class 𝑘, where 𝑘 =  1, . . . , 𝐾 with 𝐾 being 

the total number of classes. The leaf nodes are indexed by 𝜏 = 1, . . . , |𝑇|, with leaf node 𝜏 representing a region 𝑅𝜏. 

 

(b)  Plot the GINI index vs probability of class samples (for two-class 

problem). If the maximum of this plot larger than ENTROPY computed for 

the same scenario? 

 

No, it is not. 

 

 

 

 

 

Q 5. The following is a network of linear neurons. The numbers at 
connections indicate the value of the corresponding weight, and the numbers 

in the circles indicate the output of a neuron, for a given input (0.5, 1). 03 

 

 What is the output of the network if the input changes to (1, 2)? Is 

there an easy way to compute this specific case- explain with one sentence? 

 
Output for (1, 2) = (-4, 6). (Because of the linearity). 

As the input has been doubled, keeping their ratio intact, the corresponding output 

will also be doubled. 


