
What is Statistics?
Definition of Statistics

– Statistics is the science of collecting, organizing, analyzing, 
and interpreting data in order to make a decision.

• Branches of Statistics
– The study of statistics has two major branches –

descriptive(exploratory) statistics and inferential statistics.
• Descriptive statistics is the branch of statistics that 

involves the organization, summarization, and display of 
data. 

• Inferential statistics is the branch of statistics that 
involves using a sample to draw conclusions about 
population. A basic tool in the study of inferential statistics 
is probability.



Scatterplots and Correlation



• Displaying relationships: Scatterplots

• Interpreting scatterplots

• Adding categorical variables to scatterplots

• Measuring linear association: correlation r

• Facts about correlation



• Response variable measures an outcome of a 
study.

• An explanatory variable explains, influences or 
cause changes in a response variable. 

• Independent variable and dependent variable.

• WARNING: The relationship between two 
variables can be strongly influenced by other 
variables that are lurking in the background. 

• Note: There is not necessary to have a cause-and-effect 
relationship between explanatory and response 
variables. 

• Example. Sales of personal computers and athletic shoes



Example - 1



Definitions
• Sample space: the set of all possible outcomes. 

We denote S
• Event: an outcome or a set of outcomes of a 

random phenomenon. An event is a subset of the 
sample space.

• Probability is the proportion of success of an 
event.

• Probability model: a mathematical description 
of a random phenomenon consisting of two 
parts: S and a way of assigning probabilities to 
events.



Probability distributions
• Probability distribution of a 

random variable X: it tells what values 
X can take and how to assign probabilities to 
those values.

– Probability of discrete random variable: list 
of the possible value of X and their 
probabilities

– Probability of continuous random variable: 
density curve.



Measuring linear association: correlation r
(The Pearson Product-Moment Correlation Coefficient or Correlation Coefficient)

• The correlation r measures the strength and 
direction of the linear association between two 
quantitative variables, usually labeled X and Y.
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Facts about correlation
• What kind of variables do we use?

– 1. No distinction between explanatory and response variables.
– 2. Both variables should be quantitative

• Numerical properties
– 1. 
– 2.  r>0: positive association between variables
– 3.  r<0: negative association between variables
– 4. If r =1or r = - 1, it indicates perfect linear relationship
– 5. As |r| is getting close to 1, much stronger relationship

– 6. Effected by a few outliers not resistant.
– 7. It doesn’t describe curved relationships
– 8. Not easy to guess the value of r from the appearance of a 

scatter plot
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Some necessary elements of 

Probability theory and Statistics



The NORMAL DISTRIBUTION

The normal (or Gaussian) distribution, is a very 
commonly  used (occurring) function in the fields of 
probability theory, and has wide applications in the 
fields of:
- Pattern Recognition;
- Machine Learning;
- Artificial Neural Networks and Soft computing;
- Digital Signal  (image, sound , video etc.) processing
- Vibrations, Graphics etc.



Its also called a BELL function/curve. 

The formula for the normal distribution is:
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The parameter μ is called the mean or expectation (or 
median or mode) of the distribution. 

The parameter σ is the standard deviation; 
and variance is thus σ2.
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https://en.wikipedia.org/wiki/File:Normal_Distribution_PDF.svg
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The normal distribution p(x), with any mean μ and 
any positive deviation σ, has the following properties:

• It is symmetric around the mean (μ) of the distribution.

• It is unimodal: its first derivative is positive for x < μ, 
negative for x > μ, and zero only at x = μ.

• It has two inflection points (where the second 
derivative of f is zero and changes sign), located one 
standard deviation away from the mean,  x = μ − σ and x = 
μ + σ.

• It is log-concave.

• It is infinitely differentiable, indeed supersmooth of 
order 2.



Also, the standard normal distribution 
p (with μ = 0 and σ = 1) also has the following properties:

• Its first derivative p′(x) is:    −x.p(x).

• Its second derivative p′′(x) is:    (x2 − 1).p(x)

• More generally, its n-th derivative :

p(n)(x) is:                 (-1)nHn(x)p(x),

where, Hn is the Hermite polynomial of order n.



The 68 – 95 - 99.7% Rule:
All normal density curves satisfy the following property 

which is often referred to as the Empirical Rule: 

- 68% of the observations fall within
1 standard deviation of the mean, 
that is, between

- 95% of the observations fall within
2 standard deviations of the mean, 
that is, between 

- 99.7% of the observations fall within 
3 standard deviations of the mean, 
that is, between
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A normal distribution:

1.  is symmetrical (both halves are identical);
2.  is asymptotic (its tails never touch the 

underlying x-axis; the curve reaches to – ∞
and + ∞ and thus must be truncated); 

3.  has fixed and known areas under the curve
(these fixed areas are marked off by units
along the x-axis called z-scores; imposing
truncation, the normal curve ends at + 3.00
z on the right and - 3.00 z on the left).















Expected Value of Random Variables
The expected value of a random variable is the weighted average of all 
possible values of the variable. The weight here means the probability 
of the random variable taking a specific value.



PDF function represented by this 
line is: f(x) = 0.03125x































Normal Density: ])(
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Bivariate Normal Density:
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Visualize ρ as equivalent to the orientation of tilted asymmetric Gaussian 
filter.
For x as a discrete random variable, 
the expected value of x: 
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E(x) is also called the first moment of the distribution.
The kth moment is defined as:
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P(xi) is the probability of x = xi. 



Covariance of x and y, is defined as: )])([( yxxy yxE μμσ −−=
Covariance indicates how much x and y vary together. The value 

depends on how much each variable tends to deviate from its mean, and also 
depends on the degree of association between x and y.
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For Z = ax + by ;
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The correlation coefficient can also be viewed as the cosine of the angle 
between the two vectors (R D) of samples drawn from the two random variables.

This method only works with centered data, i.e., data which have been 
shifted by the sample mean so as to have an average of zero. 
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Other PDFs:
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 Binomial Cauchy
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Double Exponential Density:

Read about:

• Central Limit Theorem

• Uniform Distribution

• Geometric Distribution

• Quantile-Quantile (QQ) Plot

• Probability-Probability (P-P) Plot











The mean and standard 
deviation of a random variable 
X are 5 and 4 respectively.
Find:

E(X2) =     25 + 16 = 41











Sample mean is defined as: 
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Covariance of a bivariate distribution:
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Second, third,…  moments of the distribution p(x) are the expected values of: 
x2, x3,… 
The kth central moment is defined as:
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Thus, the second central moment (also called Variance) of a random variable x is 
defined as:
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S.D. of x is σx.

If z is a new variable: z= ax + by; Then E(z) = E(ax + by)=aE(x) + bE(y).
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MAXIMUM LIKELIHOOD ESTIMATE (MLE)

The ML estimate (MLE) of a parameter is that value which, when substituted 
into the probability distribution (or density), produces that distribution for which 
the probability of obtaining the entire observed set of samples is maximized.

Problem:     Find the maximum likelihood estimate for μ in a normal distribution.
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Assuming all random samples to be independent:
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Taking derivative (w.r.t. μ ) 
of the LOG of the above:
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Also read about MAP estimate – Baye’s is an example.




